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Executive summary

The following table provides a summary of the key methodological elements of the New Zealand
Crime and Safety Survey (NZCASS) 2014.

Overview Nationwide, face-to-face random probability survey, with 1 respondent
selected per household using multistage stratified cluster sampling
methods.

Target population Total usually resident, non-institutionalised, civilian population of New

Zealand aged 15 years and over.

Sampled areas North Island, South Island and Waiheke Island.

Dwellings included Permanent, private dwellings.

Note: While hospitalised or dependent residents of homes for the
elderly were ineligible for the survey (ie living in institutions), residents
of aged care facilities who were living independently in a permanent,
private dwelling (eg a self-contained unit) were eligible.

Sample composition Two samples are drawn as part of the NZCASS: a general or ‘main
sample’ and a Maori booster sample that aims to increase sample sizes
for Maori.

Sample size Main sample: 5,235
Maori booster sample: 1,708
Total sample: 6,943

Response rates Main sample: 80.0%
Maori booster sample: 84.8%
Total sample: 81.0%

Interviewing period 10 February 2014 - 6 July 2014

Average interview length Total questionnaire 40 minutes and

45 seconds

Questionnaire recall period 1 January 2013 to date of interview"

Crimes/offences In the NZCASS, questions are asked about different things (incidents)

that might have happened to the respondent or their household. These
incidents are then coded by legal experts to determine whether or not
the incident was a crime, and what type of offence (or offences)
occurred.

Important: The NZCASS does not ask survey participants about crimes
that happened to them. This is because people don’t always:

e view some things that happen as crimes
e know what are legally considered crimes and what aren’t.

While most critical questions use the recall period 1 January 2013 to the date of the interview, there are some that refer to a
different period (eg the lifetime prevalence questions relating to offences by a partner).
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Comparability between surveys The 2014 project team took great care to maintain comparability
between survey years. The NZCASS methodology and application has
remained largely consistent with the 2006 and 2009 iterations of the
survey, but some changes have been made in order to:

e improve response rates

e improve project efficiency and transparency

e bring questions and analysis in line with Statistics NZ standards and
classifications

e better meet users’ information needs.

Weighting Three types of weighting are applied:
e household and individual weights: to ensure results represent the
New Zealand population

e incident weights: to adjust for the fact that detailed information
was only collected for up to 6 incidents (‘victim form information’).

Imputation Data underwent a complex imputation process as detailed informa;ion
was not collected about all incidents reported in the questionnaire”.

Detailed information about all offences was not collected in order to reduce respondent burden for highly victimised people.
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1. Introduction

The New Zealand Crime and Safety Survey (NZCASS) provides information for researchers, policy
makers and the public about the nature and extent of crime and victimisation in New Zealand.

2014 is the third time that the NZCASS has been conducted in its current form, with previous
iterations in 2006 and 2009.

The purpose of this manual is to provide:

¢ adetailed description of the design and methods used

¢ information about the management and quality assurance processes undertaken as part of the
2014 NZCASS

e Additional technical and analytical information for use of NZCASS findings.

Research objectives

The research objectives of the 2014 NZCASS are to:

e provide information about the extent and nature of crime and victimisation in New Zealand
e measure the extent of crime that goes unreported to Police

e understand who experiences crime and how they respond

e identify the groups at above-average risk of victimisation

o facilitate a better understanding of victims’ experiences and needs

e provide a measure of crime trends in New Zealand.

The NZCASS process

The 2014 NZCASS was managed in line with the Projects in a Controlled Environment (PRINCE2)
project management methods. To improve efficiency and due to time constraints at different points
in the process, a number of project stages were run concurrently or overlapped during the course of
the research. As such, the high-level timeline shown in Table 1.1 is not linear in nature.

Table 1.1: The NZCASS process - stage timeline
Dates Project activities Description

January — March 2013 Start-up and initiation Project planning and set-up of initiation and
governance structures.

April = July 2013 Tendering and contracting Open tender for all core services: fieldwork,
offence coding and statistical services.

April - May 2013 Needs assessment Stakeholder engagement/needs assessment
to determine information needs for 2014
questionnaire development and analysis and
report planning.

June — August 2013 Review and development of Review of questionnaire changes
guestionnaire recommended at the end of 2009, assessment
of questionnaire in light of stakeholder needs
and development of questionnaire for testing
as part of pilot study.




Dates

August — September
2013

Project activities

Review of sampling and
weighting
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Description

Assessment of proposed changes to sampling
process by project team and technical
advisory group.

August 2013

Cognitive testing

Testing of new questions and selected existing
questions.

August — November
2013

Questionnaire set-up and
testing

The development of the computer-assisted
personal interviewing (CAPI)/computer-
assisted self-interviewing (CASI) questionnaire
in an online testing environment started
during the questionnaire development stage.

November — December
2013

Pilot study

All research related systems and processes
tested including but not limited to:
fieldwork/interviewing; offence coding;
coding quality assurance; data compiling,
checking and processing activities.

January 2014

Preparation for main study

Updates to questionnaire, process and
systems based on pilot study findings.

February - July 2014

Main study fieldwork

Two interim datasets were provided during
the main study:

e n200

e nl1,000

February - July 2014

Offence coding

Due to the introduction of new technology
and processes, offence coding took place at
the same time as fieldwork in 2014.

July — September 2014

Data processing

Data cleaning, compiling and formatting
datasets, data quality assurance processes.

August — December’
2014

Weighting and imputation

e weighting, imputation and quality
assurance for 2014 methodology, code
and associated deliverables

e updated imputation and quality assurance
for 2006 and 2009 code and associated
deliverables.

October 2014 - June
2015

Analysis and report writing

Analysis and reporting activities started based
on 2009 and n1,000 datasets. Continued and
finalised once complete 2014 data was
delivered.

July — October 2015

Release processes

Sector and public release of core reporting
products.

October — December
2015

Project close processes

Benefits realisation, project review and close
documentation produced for the ministry.

3 Imputation errors were discovered in February 2015 during the analysis and reporting stage. This prompted a second round of
imputation review and quality assurance, which was completed in April 2015.
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Quality assurance processes

Due to the complexity of the NZCASS, specialised quality assurance processes were designed for
each different activity and put in place at each stage of the project. These processes have been
detailed within each chapter where relevant.

Comparability between surveys

The ability to assess trends and hence comparability between surveys is a key requirement of
NZCASS. It is also important to improve the research tools and processes where possible, and ensure
that the results produced are useful and relevant to users. Balancing these sometimes-competing
requirements is often a challenge.

The project team in 2014 took great care to assess each potential change in relation to its impact on
comparability. Where changes have been made, these were carefully evaluated by the project team
and experts (where required), and then approved by the NZCASS Steering Group.

Where changes affecting the analysis of information were made in 2014 (eg changes to weighting
and imputation), these changes were retrospectively applied to 2006 and 2009 datasets and/or
processes to ensure that comparisons between years were possible.

Table 1.2 provides a high-level overview of the main elements of this report along with a note on
whether a change has occurred and where you can find more information about that change.

Table 1.2: Overview of changes made for the 2014 NZCASS
Element Change Page reference

Sampling Yes: Introduction of the use of the NZ Post ‘Postal Address File’ | Page 19-24
(PAF) and Maori electoral roll as part of the sampling process.

Questionnaire Yes: Some changes were made to the questionnaire to bring Page 33-35
questions in line with stakeholder needs and (where possible)
align demographics with Statistics NZ standard classifications.

Incident selection No N/A

Fieldwork processes Yes: Use of updated technology to manage fieldwork Page 47
processes.

Fieldwork statistics Response rates have increased over time both between 2006 Page 67

and 2009, and between 2009 and 2014.

Offence coding No changes to coding method or rules used but the Page 80
introduction of updated technology enabled new coding
management and quality assurance processes to be
implemented. The Offence Coding Manual was also updated
to provide clearer and more easily understandable instructions
to coders.

Data processing Yes: Due to the change in survey software used, new data Page 94
processing steps were implemented to ensure data was clean
and correct.

Classifications, Yes: All classifications and standards were reviewed as part of Page 97
groupings and the 2014 NZCASS and where possible brought in line with
standards Statistics NZ standards/classifications or other model

government resea rch.
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Element | Change | Page reference
Weighting Yes: New process added to weighting procedure (linked to Page 109
changes to the sampling process).
Variance estimation No N/A
Imputation Yes: Page 122-123,
The number of values imputed for each missing value was 136
increased from 10 to 100. This was done to increase the power
of significance tests.
A number of corrections to the imputation code were made
and around 40 new imputation items were added to enable
analysis by the victim’s relationship to the offender for violent
interpersonal offences.
Reporting analysis Yes: Adjustments made to Police offence statistics to help Page 164

improve comparability with NZCASS estimates.
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2. Sampling

Overview

Table 2.1 provides an overview of the key information relating to the sampling process for the 2014

NZCASS.

Table 2.1: Overview of sampling information

p o

Overview

Nationwide, face-to-face random probability survey, with 1 respondent
selected per household using multistage cluster sampling methods.

Multistage sampling

The sample was drawn in a multistage sequence that started from an
unstratified area frame, through to clusters of dwellings, then to a single
respondent from each dwelling, and finally a limited number of incidents
from each respondent:

1. selected first: areas (meshblocks)

2. selected second: households (dwellings) within areas
3. selected third: one respondent within each household
4

. final: selection of a small number of incidents from those experienced
by respondents.

Samples

Two samples were drawn in 2014:

e main sample
e Maori booster sample.

The purpose of the Maori booster sample was to ensure that the survey
produced more reliable results for Maori.

Primary sampling unit (PSU)

Statistics NZ meshblocks.”

Number of PSUs selected

One thousand meshblocks were selected with probability proportional to
size.

Target population

Total usually resident’, non-institutionalised, civilian population of New
Zealand aged 15 years and over.

Sampled areas

North Island, South Island and Waiheke Island.

Areas excluded

e offshore islands other than Waiheke Island
e PSUs containing fewer than 9 dwellings.

Dwellings included

Permanent, private dwellings.

Note: While hospitalised or dependent residents of homes for the elderly
were ineligible for the survey (ie living in institutions), residents of aged
care facilities who were living independently in a permanent, private
dwelling (eg a self-contained unit) were eligible.

Dwellings excluded

e temporary private dwellings
e non-private dwellings.

The Maori booster sample only includes addresses where an elector of
Maori descent resides.

;1 2013 meshblock definitions used for main study sampling.
The Australian Bureau of Statistics methodological review of the 1996 National Survey of Crime Victims recommended that the
official definition of ‘usually resident’ be adopted. This has been used for NZCASS and its predecessors consistently since 2001.
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Eligible respondents

As noted above under ‘Target population’, eligible respondents were
usually resident, non-institutionalised civilians, aged 15 years and over.

For the Maori booster sample, the respondent also had to identify as Maori
to be eligible.

Ineligible respondents

e those who were present at the time of the interview but usually resided
elsewhere (either within New Zealand or overseas)

e non-New Zealand diplomats and their non-New Zealand staff

¢ members of the non-New Zealand armed forces stationed in New
Zealand

e overseas visitors in New Zealand for less than 12 months

e children under shared custody arrangements if they spent more nights
of the week elsewhere.

e those living in institutions, hospitals, barracks etc
e those without a usual residence (homeless)

Sampling error

Sampling error arises because only a small part of the New Zealand
population is surveyed, rather than the entire New Zealand population
(census). Because of this, the results (estimates) of the survey will generally
differ to some extent from the figures for the entire New Zealand
population. This difference due to random sampling variation is known as
sampling error. The size of the sampling error depends on the sample size,
the size and nature of the estimate, and the design of the survey.




Changes to sampling

Historical overview

The Table 2.2 provides an overview of the main changes to NZCASS sampling since 2006.

Table 2.2: Changes to NZCASS sampling since 2006

Main change(s) from previous iteration
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Rationale

2009 | PSUs changed from Nielsen Area Units (NAUs) NAUs were the PSUs used by AC Nielsen

to Statistics NZ meshblocks. (‘Nielsen’) in 2006. In 2009, a new fieldwork
provider was contracted to undertake the
NZCASS and with this, a new PSU was instated.

An unstratified sample of PSUs was selected in | The stratification framework used in 2006 was

2009, in contrast to a stratified sample in 2006. | not customised for the NZCASS, but was a
standard framework used by Nielsen. It was not
believed to increase sampling efficiency greatly,
and was dropped in the transition to the new
fieldwork provider.

The number of PSUs selected changed from Increasing the number of PSUs for the main

800 NAUSs selected for the main sample and sample decreased the clustering effect and thus

320 separate NAUs for the Maori booster improved the reliability of NZCASS estimates.

sample in 2006 to 1000 meshblocks in total in

2009.

In 2006, the areas selected for the Maori Conducting booster sample interviews within

booster sample were selected independently (some of) the PSUs selected for the main sample

from the main sample areas. improved the cost- effectiveness of fieldwork,

In 2009, the same meshblocks were selected enabling less tightly clustered samples and a

for both the main and the Maori booster larger booster sample.

samples.6

2014 | Introduction of the use of the NZ Post PAF and e Improve efficiencies in contacting Maori

Maori electoral roll as part of sampling process.

Details of these changes are provided below.

respondents
e help to achieve a higher response rate
e reduce fieldwork costs.

2014 changes to sampling

In 2014, the ministry’s contracted fieldwork provider, CBG Public Sector Surveying (CBG)’, proposed
the following changes to the NZCASS sampling approach:

e sampling addresses sourced from NZ Post’s PAF

« sampling M3ori booster dwellings from the Maori descent indicator on the electoral roll?

o within the booster sample, no ethnicity screening takes place at the door. This means that
respondents are selected based on standard criteria (eg ‘person 15 or over with the next birthday
in the household’) and both Maori and non-Maori interviews take place. The rationale for this
proposal was to eliminate any disappointment amongst those living at booster addresses who
were not eligible to take part and to create a unified selection process for interviewers to follow.

6 This change in the design for the Maori booster sample may have had some effects on survey estimates, although these effects
are considered to be small. Survey weights were adjusted to accommodate the change. This change is also expected to have
i7ncreased the Maori booster sample response rate.
CBG Health Research Ltd trading as ‘CBG Public Sector Surveying’
This is not the same as choosing to vote in a Maori electorate.
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After reviewing the proposed design, James Reilly of Statistical Insights’ recommended a slightly
adapted approach in which screening for ethnicity still took place at the door (as done in the 2009
NZCASS). This meant that there would be no time spent interviewing non-Maori in the Maori
booster sample and hence created further cost efficiencies.

Table 2.3 gives a high-level overview of the key differences and similarities between the 2009
approach and the 2014 approach.

Table 2.3: Differences between 2009 and 2014 sampling - main sample and Maori booster

Sample 2009 2014

Main Dwellings selected by interviewers Dwellings pre-selected from NZ Post’s
at fixed intervals along a random PAF using an equivalent process to
route. that undertaken in 2009.

Maori Dwellings selected by interviewers Dwellings pre-selected from

booster at fixed intervals along a random addresses on the electoral roll that

route.

contain a registered elector of Maori
descent.

The number of dwellings
approached remained fixed at 16
across meshblocks.

The number of dwellings approached
varied across meshblocks to reflect
the proportion of Maori in each
meshblock.

Ask at the door to list all those
usually living there aged 15 years or

No change, same approach as in
2009.

older who might consider
themselves Maori.

2014 change control processes

Overview
All proposed changes were reviewed by technical experts and approved by the NZCASS Steering
Group prior to any change being made.

The review process was as follows:
1. proposal made (CBG)

2. proposal reviewed by Statistical Insights in order to assess the impact of the changes and provide
a recommendation on whether the changes should be adopted in their original form or with
modifications

3. technical advisory group formed to review the proposal and Statistical Insights’ assessment, and
to provide advice on the change from an expert perspective™

4. recommendation made to the NZCASS Steering Group

5. approved by the NZCASS Steering Group.

9 NZCASS contracted statistical services provider

The technical advisory group consisted of professional statisticians and technical experts from the Ministry of Justice, New
Zealand Police, Statistics NZ and the Ministry of Health. James Reilly of Statistical Insights and members of the NZCASS Project
Team were also present.



Change risk assessment
The main conclusions reached by the technical advisory group were as follows:
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Comparability with previous iterations of the survey: The risks to comparability were sufficiently
small that the change would be acceptable if there were sufficient cost savings.

Respondent burden: Moving away from the 2009 approach would reduce respondent burden (ie
the number of houses we approach seeking cooperation for a survey but then reject because
they have no Maori residents would be reduced).

Change risk assessment: A number of design risks were identified (table 2.4); however, it was
agreed that the responses to these risks were sufficient to adequately manage or eliminate the

risks effectively.

Table 2.4: Sampling design risks identified

Design risk

1 The PAF is not a complete

listing of all permanent private
dwellings, especially in rural
and highly urbanised areas.

This undercoverage means
using only the PAF could
introduce bias.

Response

CBG will physically enumerate
dwellings in a meshblock and add
any not covered in the PAF to the
sample.

Monitor coverage of the PAF.

Predicted outcome/effect

Bias expected to be reduced to
negligible levels."

2 Only 85% of households where

Maori live are covered by the
electoral roll.

Coverage decreases between
general elections.

Weighting will ensure that the
undercoverage does not result in
significant bias. (Maori selected as
part of the main sample, not in
households identified by the
electoral roll, will have larger
weights in general than those
selected in the booster sample.)

Bias controlled.

Weights will become more
variable; hence more booster
interviews needed than in 2009
to achieve the same margin of
error (ie the 2009 approach
required a target booster sample
of 1,200 whereas the 2014
approach required a target
booster sample of 1,660).

3 Not everyone of Maori descent

identifies as Maori (ie not
everyone selected through the
Maori electoral roll will identify
as Maori).

Conducting ethnicity screening at
the door, and then later in more
detail in the questionnaire, will help
to ensure that only those who
identify as Maori are interviewed as
part of the Maori booster.

Screening component of
approach is consistent with 2009.

4 Maori aged 15-17 are not

covered by the electoral roll.

Those aged 15-17 are likely to be
living with someone older who is
enrolled.

Bias thought to be negligible.™

Overall, it was estimated that the new 2014 approach would increase the design effect for results
among Maori by around 25% (ie the margin of error for the same number of Maori interviews would
be distinctly higher). In order to compensate for the estimated design effect, a larger sample size (for
the Maori booster) is required to ensure that the margin of error remains the same as in 2009:

2009 approach: targeted number of booster interviews = 1,200

2014 approach: targeted number of booster interviews = 1,660.

Y This risk of bias is accepted in the New Zealand Health Survey, which uses the same sampling approach. CBG estimated
that 2—3% of meshblocks would require complete enumeration, and that in other meshblocks only 2—-3% of addresses

would be enumerated.
It was noted by the Ministry of Health that this bias was within acceptable levels for the New Zealand Health Survey.
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Change impact review
The impact of the changes to the sampling process in 2014 can be measured as follows:

o fieldwork costs notably reduced
o increased Maori booster response rate from 69% in 2009 to 85% in 2014

o all design risks monitored and controlled for successfully.

Design risk 1: Undercoverage of PAF increases bias

The risk of undercoverage in the 2014 NZCASS because the PAF is not a complete listing of all
occupied private dwellings appeared at first glance to be a minor issue, with only 188 addresses
being enumerated.

The number of residential addresses in the selected meshblocks, based on PAF data supplemented
by the electoral roll and enumeration, was, however, 2.2% short of the total expected based on
2013 Census counts. A better estimate of the undercoverage, allowing for post-censal population
growth, is 3.1%. The calculation of these shortfalls is outlined in Table 2.5. Appendix A gives further
details.

It appears enumeration did not address most of the PAF undercoverage and thereby minimise the
potential for bias. The potential undercoverage bias should nonetheless be minor, because the PAF
had fairly high coverage before enumeration.

Table 2.5: Calculations of PAF shortfalls

Number of meshblocks sampled 1,000

Number of residential addresses in these 64,379 From PAF/electoral roll combined
meshblocks

Number of occupied private dwellings in these 56,382 2013 Census

meshblocks

Number of addresses selected as part of the 7,975

main sample, excluding enumerated

addresses™

Number of main sample addresses ‘Vacant/Not 1,165

occupied’ or ‘Not a dwelling/Empty section’,
excluding enumerated addresses

% of main sample addresses ‘Vacant/Not 14.6%
occupied’ or ‘Not a dwelling/Empty section’

Expected number of residential addresses on 66,027 Derived by scaling the Census total up to
PAF/electoral roll in the sampled meshblocks reflect the proportion of addresses that
are vacant/unoccupied or non-dwellings

Estimated shortfall, to be handled by 1,648
enumeration

13 While care was taken in 2014 to use the same fieldwork outcome codes and to calculate the response rate in the same way
?3 in 2009, response rates for different sample designs are not directly comparable.

Enumerated addresses refer to dwellings missing from the PAF list and collected as part of the meshblock survey
process.
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Number of enumerated addresses 188

Estimated shortfall remaining after 1,460
enumeration

Estimated remaining shortfall as percentage of 2.2%
expected number of residential addresses

Estimated annual growth in number of 0.9% (2006-2013)
occupied private dwellings

Estimated undercoverage 3.1% From combined PAF/electoral roll
database, after enumeration

Design risk 2: 85% of households where Maori live are covered by the electoral roll

Maori not covered by the electoral roll can only enter the main sample, not the booster sample, so
they make up a smaller part of the full sample than their share of the population. They have
therefore been assigned larger weights than other Maori to ensure they are not under-represented
in the survey results.

Maori living in households where no electors of Maori descent reside cannot be surveyed through
the booster sample, so we rely on those in the main sample to represent this group. There are
proportionately fewer of them in the full sample than there are other Maori, and the survey weights
assigned to them need to be larger to compensate and avoid the potential for bias.

The average person weight for Maori selected as part of the main sample, not in households
identified by the electoral roll, is 270.8, compared to 181.1 for other Maori. This has ensured that
Maori not covered by the electoral roll are not under-represented in the 2014 NZCASS results; their
weights account for 18% of the Maori total.

Design risk 3: Not everyone of Maori descent identifies as Maori

Approximately 65% of households contacted in the Maori booster sample were eligible (ie at least 1
person in the household aged 15 or over identified as Maori). In the 2013 Census, however, 84% of
people of Maori descent also identified as Maori. The percentage of households containing adults of
Maori descent where at least 1 identifies as Maori could well be higher than this, suggesting that a
substantial proportion of households containing Maori adults are not identified as such by ethnicity
screening at the door.

If these unidentified Maori households tend to differ from those where we proceed to an
interview, NZCASS estimates for Maori may be subject to some resultant bias. The doorstep
screening process for the Maori booster has not changed since the 2006 NZCASS, so comparisons
between the 2006, 2009 and 2014 surveys are unlikely to be greatly affected.
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Design risk 4: Maori aged 15-17 are not covered by the electoral roll

As can be seen from Table 2.6, the fourth design risk was not realised. The percentage of booster
sample interviews with young Maori respondents (aged 15-17 years) increased from 4.5% in 2009 to
5.1%in 2014.

Table 2.6: Maori sample achieved in main and booster sample — by age

Year Age Main sample Maori booster Total sample
sample
2014 15-17 yrs 28 86 114
18 yrs or more 647 1,622 2,269
Age unknown 1 0 1
Total 676 1,708 2,384
2009 15-17 yrs 34 59 93
18 yrs or more 509 1,236 1,745
Age unknown 0 2 2
Total 543 1,297 1,840
2006 15-17 yrs 35 81 116
18 yrs or more 474 1,104 1,578
Age unknown 2 2 4
Total 511 1,187 1,698
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Sampling assumptions, targets and outcomes

This section provides information on:

e the assumptions made in the 2014 NZCASS to design the sample and plan fieldwork

o key targets (eg number of interviews/response rates) and what was achieved

e equivalent statistics for 2006 and 2009 where available.

Assumptions

The assumptions noted in Table 2.7 were used to help estimate statistics like ‘the number of
interviews expected to be conducted with Maori respondents as part of the main sample’ and to

help estimate research costs.

Table 2.7: Summary of sampling assumptions, targets and outcomes, by year

Booster source

Description

2006

Separate
multistage area
sample

2009

Multistage
sample, in
areas selected
for main
sample

2014

Maori
electoral roll,
in areas
selected for
main sample

Booster eligibility

Those identifying as Maori

who are 15+ years

Number of PSUs selected Main sample 800 1,000 1,000
Maori booster 320
sample
Average interviews per Main sample 5 4 4.8
PSU/average interview cluster
size
Maori booster 5 1.41 1.66
sample
Cluster size Main sample 9 6.5 6.5
Number of trips to each PSU 3 5 5
Maximum number of visits to 6+ 10 10
each dwelling
Main sample Non-Maori 3,588 3,458 4,266
Maori 412 572 543
Total 4,000 4,030 4,809
Maori booster sample 1,600 1,409 1,660
Estimated average response Main sample 65% 62% 75%
rate
Maori booster NA 61.5% —-65% 75%

sample

NA = Not available
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Table 2.8: Summary of interviews targeted and achieved by year
Sample Respondents 2006 2009 2014

Target | Achieved | Target | Achieved | Target | Achieved

Main Maori NA 511 572 543 NA 676
respondents15
All respondents 4,000 4,229 4,030 4,809 4,809 5,235
% of respondents NA 12.1% NA 11.3% NA 12.9%
identifying as Maori

Maori booster*® | Maori respondents 1,600 1,187 1,409 1,297 1,660 1,708

Total Maori respondents NA 1,698 1,981 1,840 NA 2,384
All respondents 4,600 5,416 5,439 6,106 6,469 6,943
% of interviews NA 31.4% NA 30.1% NA 34.3%
conducted with
Maori

NA = Not available

Booster sample eligibility rates

There were substantial changes in the booster sample’s eligibility rate across the 2009 and 2006
iterations of the NZCASS. In 2014, changes to the sample design resulted in a much greater
proportion of the booster sample being eligible for selection.

The proportion of occupied dwellings where the initial contact said there was an adult Maori living in
their household at the booster eligibility screener question is shown in Table 2.9.

Table 2.9: Booster sample eligibility rates, by year

Year | % Notes
2006 23% e In 2006 the screener question changed, incorporating less blunt wording.
2009 17% | e The booster sample design changed in 2009 with booster interviews being

conducted in the same areas as the main sample. See the section on ‘Changes
to sampling’ earlier in this chapter.

e This change is likely to have caused the eligibility rate to drop.

e This change in the sample design has been adjusted for by the survey weights,
to enable the comparability of results between the 2006 and 2009 surveys.

2014 61% | ¢ The booster sample design changed in 2014 with Maori booster households
being selected from the Maori electoral roll.

e 60.8% of eligible respondents within occupied dwellings were
selected/contacted. The selected figure captures all outcome codes where
eligibility was identified.

e The proportion of occupied dwellings was 57.4%, which includes non- contacted
addresses where eligibility was not determined.

15, - . . . . - . . .
> Maori respondents in the main sample included all respondents who selected Maori as one of their ethnic groups.
Maori respondents interviewed from the Maori booster sample.
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Table 2.10: Summary of response rates targeted and achieved, by year

Sample 2006 2009 2014
Target | Achieved Target Achieved Target | Achieved
Response rate Main NS 59% 62% 71% 70% 80%
Maori booster NS 56% NS 69% 70% 85%
Total NS 58%" NS 70% 70% 81%

NS = Not stated in technical report from year

Survey frame

The survey frame comprises the databases and methods used to select the sample. The first stage in
the NZCASS sampling process is to list the meshblocks that fall within the geographical coverage of
the survey, and to select a sample of these meshblocks with probability proportional to size. This
precedes the selection of dwellings within each meshblock, and respondents within those dwellings.

About meshblocks

A meshblock is the smallest geographical statistical unit for which data is collected and processed by
Statistics NZ. Meshblocks provide the aggregation into larger statistical units such as area units,
territorial local authorities and regions. The meshblock pattern is reviewed annually. In 2013, there
were 46,637 meshblocks defined in New Zealand.

Table 2.11: Inclusions and exclusions from sampling frame

Included North Island, South Island, Waiheke Island

Excluded e waterways and inlets
o meshblocks with fewer than 9 dwellings.'®

Meshblocks were selected from both the North and South Islands as well as Waiheke Island. After
inclusion and exclusion processes:

e 39,264 meshblocks remained in the frame®
e 7373 meshblocks (or 16% of all meshblocks) were excluded
e 1.2% of all occupied private dwellings were excluded from the survey frame.

1 Not stated in the 2006 Technical Report.

Meshblocks containing fewer than 9 occupied private dwellings were in fact retained in the sampling frame but given zero
E)Sl;obability of being selected. This is effectively the same as simply removing them from the frame.

The 2013 Census count of occupied, private dwellings for these meshblocks was 1,542,846.
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Primary sampling unit — meshblock selection

The first level of sampling took place at the level of meshblocks. A total of 1,000 meshblocks were
selected.

Meshblock selection for the 2014 NZCASS was carried out by Statistics NZ, with guidance from
Statistical Insights. Their sampling processes ensure that there is no overlap between the NZCASS
sample and areas selected for other samples they manage.

Selection proceeded in 2 steps:
1. 1,000 of the PSUs in Statistics NZ’'s Household Survey Frame were selected
2. then, 1 meshblock from each PSU was selected.

Both steps involved sampling with probability proportional to the number of occupied private
dwellings.?® As a result, the probability of selection for each meshblock was in direct proportion to
the number of occupied private dwellings (as reported in the 2013 Census) within the meshblock.
This is known as PPS (probability proportional to size) sampling (Cochran 1977).

The 2009 NZCASS was also based on a systematic PPS sample of meshblocks. In contrast, the 2006
NZCASS was based on separate stratified systematic PPS samples of NAUs, drawn with replacement,
for both the main and Maori booster samples.”

In 2014, 1,000 meshblocks were chosen, and the main and Maori booster samples were selected
from within these meshblocks (see secondary sampling unit). To ensure that interviews were evenly
spread over the fieldwork period, approximately 200 meshblocks were scheduled for fieldwork in
each of the 5 surveying months (February to June 2014). Meshblocks were initially assigned
randomly to months. Some adjustments were made to improve fieldwork efficiency, and the final
allocation was profiled to confirm it was evenly spread with respect to crime level, deprivation,
region and remoteness.

Secondary sampling unit — dwelling selection

Main sample (core sample)

In each meshblock selected for the 2014 NZCASS, we attempted to select essentially the same
number of occupied private dwellings to be approached for the main sample. A systematic sample of
dwellings was selected from a list of all dwellings in the meshblock, following the process described
in the section titled ‘Process for incorporating address files’ (page 32). This process distributed the
selected dwellings throughout the meshblock.

Part of this process is the selection of every xt" address from a randomly selected starting point
within the meshblock for the main sample. Here x is the sampling interval, which can be derived by
dividing the number of census counts of occupied private dwellings in the meshblock by the cluster
size. The cluster size was set at 6.857; that is, the average cluster size of dwellings to be approached
in the 1,000 meshblocks for the main sample was 6.857. This cluster size was determined by the
number of meshblocks sampled (1,000), the assumed response rate (70%) and the final required

20 The size of each PSU was set as the sum of the number of occupied private dwellings in its component meshblocks, excluding
meshblocks containing fewer than 9 such dwellings. This is equivalent to removing these small meshblocks from the frame and
simply using the number of occupied private dwellings as the size measure.

In 2006, a ‘with replacement’ sampling method was used. One NAU was selected twice for the main sample and another was
selected 3 times. No NAUs were selected twice for the Maori booster sample. In 2009 and 2014, there was no practical difference
between ‘with replacement’ and ‘without replacement’ selection methods, as no meshblocks contained enough dwellings to be
selected twice.
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sample size (4,800). Approaching 6,857 occupied dwellings with a response rate of 70% would result
in 4,800 interviews, so 6.857 dwellings needed to be approached in each meshblock. In all iterations
of the NZCASS, the interview cluster size targeted for the main sample has been chosen to provide a
good compromise between sample spread and cost efficiency.

As described above, every x" dwelling was included in the main sample, and this method
distributed the selected dwellings throughout the meshblock, irrespective of meshblock size. This
method is similar to the method used in 2009, and generally produced a smaller clustering effect
than in 2006, when every fourth dwelling was approached.”

Fieldwork processes

Note regarding changes

In previous iterations of the NZCASS, interviewers were provided with both the description of
streets and a map of their assigned meshblock or NAU. Each meshblock or NAU was described
according to the streets, side of street and the portion of street belonging to the meshblock or
NAU. A systematic, random start point was chosen and marked on each map to prevent
interviewers from selecting the start point.

In 2014, dwellings were also selected systematically within each meshblock, but addresses were
pre-selected by the fieldwork provider. This meant that interviewers were given a list of addresses
they needed to visit prior to arriving at the meshblock. They were also given a complete list of
addresses on file for that meshblock, so they could survey the meshblock and enumerate any
dwellings that were missing from this list. A proportion of these enumerated dwellings were then
selected for the main sample.

Dwellings in rural areas were approached using the same method as that used in non-rural areas. In
2006, consecutive dwellings were approached in rural areas to minimise travel costs. The result of
this difference is that there was less interview clustering in rural areas in the 2009 and 2014 surveys
than in the 2006 survey.

The final outcome was recorded for every dwelling in the main sample (see Chapter 6 for further
details of contact outcomes and response rates in the main sample).”

Addresses for the 2014 Maori booster sample were selected from those on the electoral roll where
an elector of Maori descent resided, within the 1,000 meshblocks selected for the main sample.

Maori booster sample (screened sample)

2014 NZCASS
Addresses that were already selected for the main sample were excluded. See page 32 for
information about the ‘Process for incorporating address files’.

Initially the number of booster sample addresses to approach in each meshblock was calculated
assuming that 60% of addresses approached would yield a successful interview. As fieldwork
progressed, it became clear that this assumption was too optimistic, with the yield for February and
March only approaching 50%. It was decided to increase the number of booster sample addresses
approached in May and June by 700. This would still achieve the initial target number of booster
sample interviews (1,660), assuming the overall yield was around 48%.

22 As 9 dwellings were approached for each NAU in 2006, this meant that the first 33 dwellings in each NAU were worked in, out
of, on average, 230 dwellings (ie around 15% of each NAU was worked in). This differs from the method used in 2009 and 2014,
which distributed the selected dwellings across each meshblock.
23 A . .

Outcomes were: Interview (I), Household Refusal (HR), Respondent Refusal (RR), Not Eligible (NE), Access Denied (AD), and
Unavailable (U). Please see also Table 6.4 and Table 6.5.
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The final outcome was recorded for every dwelling selected for the Maori booster sample (see
Chapter 6 for more details).

2009 NZCASS

In 2009, up to 16 additional dwellings were sampled for the Maori booster sample in each of the
1,000 sample meshblocks in addition to the main sample dwellings. They were selected following
the random route method described below. The number of dwellings to approach for the booster
sample was held constant at 16, rather than being recalculated for each meshblock. An exception to
this was where meshblocks had a low number of dwellings overall, and it was therefore not possible
to approach 16 Maori booster sample dwellings.

In these dwellings, residents of Maori ethnicity were eligible for selection. The sampling interval
applied to these dwellings was 1, once all the main sample (core) dwellings had been identified and
set aside. Starting from the dwelling adjacent to the first selected main sample dwelling, the
dwellings ‘in-between’ the main sample dwellings were consecutively selected, up to a maximum of
16 dwellings.

As a maximum of 26 dwellings could be approached (10 in the main sample and 16 in the Maori
booster sample), in the small percentage of meshblocks that contained fewer than 26 dwellings, it
was possible that fewer than 16 dwellings would be approached for the Maori booster sample. In
practice, often 7 main sample dwellings were approached, as a main sample cluster size of 6.5 was
targeted. Meshblocks which contained fewer than 9 dwellings, according to 2006 Census counts,
were not included in the sample. In meshblocks with a census count of 9, only main sample
dwellings were selected. Thirty-six of the 1,000 meshblocks selected had a census count of 9, and
therefore no dwellings were approached for the Maori booster sample.

2006 NZCASS

In 2006, 320 NAUs were selected for the Maori booster sample, and these were separate from the
800 main sample NAUs. Maori booster NAUs were selected with probability proportional to the
estimated number of Maori dwellings. An average interview cluster size of 5 was targeted in these
320 NAUs, with the goal of achieving 1,600 interviews. NAUs with a low Maori density were deleted
from the sampling frame. As in the 2001 survey, NAUs where less than 5% of dwellings contained
Maori were removed from the sampling frame for the booster sample. This accounted for 3% of
NAUs, but only 0.2% of Maori households.

Tertiary sampling unit — Respondent selection

To select the respondent within each sampled dwelling, the interviewer asked the person who
answered the door for a list of the first names and birth month of every eligible respondent in the
dwelling. CBG’s Sample Manager software selected the person who had the next birthday to be the
respondent. There was no substitution in the case of non-response.

For situations where the next birthday was not known (eg in a household where a flatmate did not
know birth months of other flatmates), an alternative procedure based on the alphabetical order of
first names was employed. This alternative procedure selected the adult (aged 15 or over) whose
first name began with the letter earliest in the alphabet.

Because many types of victimisation are household-based, only 1 respondent per dwelling was
selected. This provided efficient measurement of household victimisation, and avoided potential
contamination effects that may have arisen if more than 1 person in a household was interviewed.
As discussed in Chapter 10, weights for person-based estimates incorporated the number of
residents aged 15 or older in each household to remove any household size biasing effect, which is a
routine statistical procedure for household-based surveys.
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Probabilities of selection

Meshblock

Meshblocks were selected with probability 1,000 dm/D, where d,,was the number of occupied
private dwellings in meshblock m according to the 2013 Census, and D was the total number of
occupied private dwellings in the sampling frame according to the 2013 Census.

Dwelling
The probability p; ; that each occupied private dwelling was selected for the main sample was

pi1 = P(household i selected for main sample)

= P(meshblock m selected)P| household i selected for main sample
_1,000d,, 1 within meshblock m

D xp
whether they were on the combined PAF/electoral roll list or were enumerated later.

The probability p; , that an address was selected for the Maori booster sample would be zero if it
was not listed on the electoral roll as containing any electors of Maori descent. Otherwise it was

pi2 = P(household i selected for booster sample)

= P(meshblock m selected)P| household i selected for boosteI]

le withi hblock
_1,000d,, 0.6by 1, + 0.4 1, sample within meshblock m

D A,

where 4,, is the number of addresses listed as containing electors of Maori descent within
meshblock m, not counting addresses that had been selected for the main sample; b ,, is the
number of addresses that would be selected for the booster sample in meshblock m if it was
scheduled for interviewing in February to April; and b, ,,, is the number of addresses that would be
selected for the booster sample in meshblock m if it was scheduled for interviewing in May or June.

The combined selection probability for household i was:
P; = P(household i included)
= P(household i selected and eligible)

2
= E PisTis
s—1

where p; ¢ is the probability that household i was selected for sample s and r; ¢ is the probability that
household i was eligible for sample s. (The main sample and Maori booster sample are indexed by
s = 1 and 2 respectively.)

The second element of the combined household selection probability formula is the probability that
a household was eligible for each sample. All households in the dataset were eligible for the main
sample — that is, the probability of eligibility for the main sample 7; ; is always 1. Household eligibility
for the Maori booster sample is determined by whether there were any Maori aged 15 or over living
in the household — that is, 1; , is 1 if the household contains any Maori aged 15 or over, and is zero
otherwise. An alternative estimate of r; , was used in the calculation of comparison weights, as
described in Chapter Error! Reference source not found.: Weighting.



Questionnaire and incident selection | 32

Respondent
The probability that respondent i was selected was:

0; = P (person i was included)

2

pi,sri,s
e .

) i,s

where e; ¢is the number of people aged 15 or over living with respondent i who were eligible for
sample s. The summand for s = 2 is taken as zero for non-Maori respondents.

Process for incorporating address files

The process for incorporating the PAF and electoral roll addresses is shown in Table 2.12.

Table 0.1: Process for incorporating address files

Step Purpose Process description
1 Create list from which to select Add addresses from the electoral roll (where an elector of Maori
addresses descent resides) to the PAF, if these addresses were not already
included in the PAF.**
2 Prepare the sample data Remove incomplete and ineligible addresses from the combined
file.
3 Main sample selection Select addresses for the main sample systematically from the

combined list by applying the specified main sample skip
interval for each meshblock.

(Within each meshblock, addresses were ordered by street
address then by street number. A random house was selected in
the meshblock, then every k" house from there was selected,
where k was the specified skip interval for the main sample in
that meshblock.)

4 Prepare the booster sample data | Remove any addresses already selected for the main sample.

5 Maori booster selection Select a specified number of addresses for the Maori booster
sample systematically from the remainder of the electoral roll
by calculating and applying a booster sample skip interval,
beginning at a random house.

(Addresses were ordered by street address then by street
number. A random house was selected in the meshblock, then
every x house was selected, where x was the booster sample
skip interval for that meshblock.)

6 Enumerated addresses added Systematically select freshly enumerated addresses (ie any
enumerated addresses that did not appear in the combined
PAF/electoral roll list) using the main sample skip interval.

(The PAF contained no addresses for 1 of the selected
meshblocks, despite the census showing occupied private
dwellings in that meshblock.)25

24 Addresses where an interview was conducted for the NZCASS pilot study in 2013 were excluded from the combined list.
Only 1 meshblock in the 2014 main study sample contained no PAF addresses.
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3. Questionnaire and incident
selection

Introduction

The structure and core content of the NZCASS questionnaire has remained consistent since 2006 to
ensure key results are comparable.

The main changes made to the questionnaire since 2006 are listed in Table 3.1.%
Table 0.1: Questionnaire changes since 2006
Year Main change Rationale

2009 Removal of ‘electronic crime (e-crime)’ and ‘cost
of crime’ question modules.

2014 Use of Statistics NZ standards for selected Bring demographic questions more in line
demographic questions. with Statistics NZ standards where possible.
Inclusion of ‘Security’ module. Better accommodate stakeholder needs.

Mode of interviewing

Interviews as part of the NZCASS are conducted using:

e computer-assisted personal interviewing (CAPI), where interviewers enter respondents’ answers
into a laptop.

e computer-assisted self-interviewing (CASI), where respondents are handed the laptop and can
enter their own responses.

There are 3 key advantages to this mode of interviewing in relation to the NZCASS:

e computer-assisted interviewing software ensures that survey logic is adhered to
o the selection of the CAPI victim forms can be automated

e respondents can answer sensitive questions confidentially using CASI and reduce bias.

While this mode of interviewing has remained consistent since 2006, the survey software used has
changed with each subsequent fieldwork provider (Table 3.2).

Table 0.1: Fieldwork provider and survey software, by year

Year Fieldwork provider Survey software
2006 The Nielsen Company (AC Nielsen) Confirmit
2009 National Research Bureau (NRB) Blaise

2014 CBG Public Sector Surveying (CBG Health Research Ltd) The Survey System (TSS)

26 . . . .

It should be noted that this table only presents the main changes to the questionnaire in each year. Other changes have been
made to ensure relevance to stakeholders or based on recommendations from previous iterations; however, not all are listed
here.
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The questionnaire

Error! Reference source not found. Overview of the structure and content of the NZCASS

Survey questions asked by interviewer (CAPI) | Self-completion sections for person being interviewed (CASI)

Exit
questions

General crime  JZE1S Demographic Current

screening happened questions partner
questions fo the no) violence
(such as theft  Sateliig screening

& burglary) questions

Sexual
Incidents
screening
questions

Violence
by people

well known
screening
questions.

Victim forms Violence by a Violence by Sexual Incident

(upto3) current partner people you form completed
_ form completed know well form for the most
for the most completed recent incident
recent incident for the most

recent incident

uestionnaire.
Table 3.3: Outline of topics covered in NZCASS questionnaire by section

Section and questions

_ Interviewer-administered (CAPI)

Attitude and e attitudes to local crime and incivilities
perceptions o fear and worry about crime

e security and neighbourhood support

e confidence in the criminal justice system

Victim screener e household and personal offences screener questions (excludes violence by
questions (CAPI partners, people well known and sexual violence)
screener questions)

General victim forms

e date of offence

e same/series of offences

e location of offence

e mode of entry

e contact with the offender
e items stolen

e damage

e insurance

attempted theft

use of force

threats and weapons

medical attention

emotional reactions

reporting to Police

victim needs**

perceptions of seriousness of incident

Demographics

e age group

e ethnicity

e employment status****
e marital status****

e hardship****

income***

household composition****
household size

tenure

*New question(s) in 2009; **Modified in 2009; ***New question(s) in 2014; ****Modified in 2014
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Self-completion (CASI)

Partner violence
screener questions

assault

threats of assault

damage to personal property

threats of damage to personal property

CASI victim form 1
(SC1): Partner
violence

reporting to Police
Police response*
victim needs**
emotional reaction
psychological abuse

Violence by ‘people
well known’
screener questions

assault

threats of assault

damage to personal property

threats of damage to personal property

CASI victim form 2
(SC2): People well
known

reporting to Police
Police response*
victim needs**
emotional reaction

Sexual violence
screener questions

sexual violation (rape)

attempted sexual violation (attempted rape)
distressing sexual touching

other sexual violence or threats

CASI victim form 3
(SC3): Sexual
violence

reporting to Police
Police response*
victim needs**
emotional reaction

Exit questions

*New question(s) in 2009; **Modified in 2009; ***New question(s) in 2014; ****Modified in 2014
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Selection of incidents

At 4 points during the interview (each set of screener questions) respondents are asked how many
incidents of each type of crime they experienced (since 1 January 2013). As illustrated above in Table
3.3, respondents are then asked for more detail about some of these incidents via a victim form.

Due to the time it takes for a respondent to complete a victim form, it is not feasible for a heavily
victimised respondent to fill in a victim form for each incident they experienced. As such, an
automatic incident selection process was developed in 2006 and has continued unchanged through
the 2009 and 2014 iterations of the NZCASS.

Selection of incidents in the CAPI section

If a respondent recorded 3 or more incidents in the CAPI screener questions, victim forms were
completed for a maximum of 3 incidents which were randomly selected by the computer-assisted
interviewing software. If a respondent recorded 3 incidents or less, victim forms were completed for
each incident.

The sample design for selecting incidents aimed to:

e ensure the accuracy of incidence and prevalence rates for key offence types
e provide sufficient victim form information on the characteristics of major offence types

e maintain consistency with the approach used in the 2006 and 2009 surveys.
Method:

1. If arespondent reported having experienced 3 or fewer incidents across all CAPI screener
guestions, a victim form was completed for each of these incidents. If the respondent reported
experiencing more than 3 incidents at the CAPI screener questions, all these incidents were
placed into the ‘pool of incidents’ experienced by that respondent, and from this pool, the 3
incidents for which victim forms would be completed were randomly selected as described
below.

2. Eachincident was assigned a selection weight according to the screener question at which it was
reported. Screener questions fell into 3 priority categories (low, medium and high), with
corresponding selection weights (1, 2 and 3) as shown in Table 3.4.

3. Incidents were selected independently, without replacement, with selection probabilities
proportional to the weight given to the incident’s screener question. In other words, the selection
weight for incident i was denoted by w;. Then the probability of selection for incident j for a
particular victim form was w; /sum (w;), where the sum was taken over all incidents available for
selection at that stage. Incidents were selected without replacement, so those that had already
been selected for an earlier victim form would not be included in the sum.

The probability of selection for a particular incident depended on both:
a. the extent of competition from other incidents
b. the screener question that the incident was recorded at.

Once the incident selection design and method was implemented in CAPI, quality assurance testing
took place to ensure that it worked as intended.
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Each of the 15 incident types (based on screener questions) was assigned a number and weight as
shown in Table 3.4.

Table 3.4: Incident selection weight level

Incident | Incident description Question number Weight level
number

1 Taking/conversion motor vehicle 28 3
2 Theft from motor vehicles 29 1
3 Damage to motor vehicle 30 1
4 Attempt to break into home/garage 31 2
5 Unlawful entry into your home/garage 32 1
6 Theft from outside the home (over $10) 34 1
7 Theft from inside the home (right to be there) 35 2
8 Wilful damage to household property 35.416 2
9 Assault 36 3
10 Threatening to assault 37 3
11 Wilful damage to personal property 38 3
12 Threatening to damage property 39 2
13 Theft/attempted theft from person 40 3
14 Theft of personal property 41 2
15 Other offence type 43 1

Selection of incidents in the CASI section

As described above under ‘The questionnaire’, the CASI section of the questionnaire covered incidents
that were of a more sensitive nature than those covered in the CAPI section. The CASI section
contained 3 victim forms: violence by a partner; violence by people well known to the respondent;
and sexual violence.

Method:
1. Four screener questions preceded the victim form in each part of the CASI section.

2. If arespondent answered ‘yes’ to at least 1 of the screener questions in that part, they then
completed that part’s victim form.

3. Where there was more than 1 incident reported within that CASI section part, the respondent
was asked to think about the most recent incident and complete a victim form for that incident.

Some of the heaviest victimisation was recorded in the CASI section. Because only 1 victim form was
allocated to each part, the probability of selecting each incident experienced by heavily victimized
respondents was very low. This resulted in highly variable incident weights, and may mean that the
incidents with missing data are not similar to other incidents.
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Incident selection testing

The selection of incidents is a critical part of the NZCASS and is needed to ensure that national
victimisation incidence and prevalence rates can be accurately estimated.

To ensure that the incident selection process was working correctly within the survey software, a
testing process was designed and assessed by Statistical Insights and implemented by CBG prior to
the start of the pilot study fieldwork. Over 250,000 simulated interviews were run across a range of
scenarios to check that the correct selection probabilities were being used.

The testing procedure comprised the following steps:

1.

The 12 sets of values were programmed into the survey software so that particular answers were
given to certain screener questions for each of 12 different scenarios.

Up to 3 incidents were selected for the victim forms.

The survey software was programmed to create batches of at least 5,000 synthetic interviews for
each set of values (answers). Each of the synthetic interviews showed which incidents were
selected.

Varying numbers of synthetic interviews were created depending on the likelihood of
respondents experiencing the incidents referred to by each set of data values. This was done to
ensure that incident types which occur far less often than others have a chance of being selected,
and thus the programming could be checked.

Discrepancies between the expected incident selection probabilities and the simulated interviews
were then assessed by Statistical Insights to ensure the incident selection process was working
correctly.
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4. Questionnaire review,

development and testing

Questionnaire review and development

The NZCASS questionnaire was reviewed between June and August 2013. Although some changes
were made to the questionnaire used in 2014, it was based on and very similar to those used in both
the 2006 and 2009 iterations of the NZCASS.

During the questionnaire review and development process the project team was mindful of the
following key points:

1.

The need to ensure that the core statistics collected as part of the NZCASS (eg incidence and
prevalence) remained comparable with previous iterations of the survey. This meant that even a
seemingly small change to a screener question may have an unintended effect on our ability to
look at trends.

The NZCASS is an extremely long questionnaire with a number of complex routing and
conditional programming requirements. As such, changing 1 part of the questionnaire can easily
lead to unintended consequences elsewhere.

Different parts of the questionnaire are used by different stakeholders in a variety of ways. This
means that each question proposed for review needed to be checked against (known) user
requirements to assess the impact of changing it.

The review process comprised the following steps:

1.

Each question that inputted into 1 of the following processes was highlighted to ensure that they
were not inadvertently tampered with during the review process:

a. incident selection

b. offence coding

c. data checking/validation processes
d. weighting or imputation processes
e. key reporting requirements.

At the conclusion of the 2009 NZCASS, a number of suggestions were made for the next project
team in relation to questions that should be reviewed and potentially changed, removed or
updated. This list of recommendations was the starting point for the 2014 review process with
each suggestion being reviewed and assessed for its relevance and feasibility in 2014.

Where possible, stakeholder information needs were incorporated into new or existing
questions.

Each question that was reviewed or proposed was entered into the ‘Questionnaire Review
Register’ and assessed for the impact that the proposed change would have on:

a. the research objectives

[on

. trend data/continuity

indicators/measures used from the NZCASS

o

o

. stakeholder needs
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e. timing and cost

bl

routing implications
g. offence coding
h. weighting and imputation processes
i. previous analysis and reporting products.

5. Where changes were proposed that had an impact on 1 or more of the elements above, these
were discussed with the wider project team and approved by the NZCASS Steering Group prior to
the change being implemented.

Cognitive testing

Cognitive testing was undertaken by CBG on 21 new or existing questions in order to:
e check participants’ comprehension of wording used

e check participants’ understanding of the concepts associated with each question
e understand how participants recalled information relating to each question

e understand how participants made response decisions for each question.

Table 4.1: Key elements of the cognitive testing process

Testing period 24-25 August 2013

Sample Sixty interviews were undertaken in Auckland and Taupo; 48 interviews were
conducted in Auckland with the remainder in Taupo.

Auckland and Taupo were chosen as test locations due to the ethnic diversity of
participants within the recruitment networks.

Recruitment Participants were specifically recruited via interviewers’ existing professional and
personal networks.

Questions tested | Twenty-one new and existing questions were tested including the informed consent
introduction for data linking.

Who conducted Four researchers experienced in undertaking cognitive tests conducted the interviews.
the interviews Each researcher undertook 15 interviews.
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Table 4.2 details the number of interviews completed by demographic group. The sample consisted
of 24 males and 36 females.

Table 4.2: Cognitive testing number of interviews completed by ethnicity and age

Age group Pacific Nz

European

15-21 4 5 9 0 19
22-45 5 4 7 2 22
46+ 7 4 7 0 19
Total number of 16 13 23 2 60
interviews

Based on findings from the cognitive testing process, some minor adjustments were made to some

of the new questions being proposed for inclusion (eg new security questions) and the data linking

introduction, which aims to give an overview of the data linking process and seek informed consent
for this process.

No further rounds of formal cognitive testing were possible due to time constraints.

CAPI/CASI programming and testing

Due to project time constraints, questionnaire programming and testing was conducted as a parallel
process alongside the development of the pilot study questionnaire. While not ideal, this was
necessary in order to meet the required timeframes.

As noted above, new CAPI/CASI software was used in the 2014 NZCASS. As programming progressed,
a number of limitations were discovered in The Survey System (TSS) software, particularly in relation
to some of the more complex conditional questions and routing structures. To compensate for these
limitations, additional programming had to be coded outside the software for a number of questions
in order to achieve the desired functionality and behaviour.

Throughout both the programming process and prior to the pilot study, the questionnaire was
tested by a professional software tester at CBG. Checks included (but were not limited to):

guestion and response text matched the supplied questionnaire document
multi/single response questions allowed multiple and single responses as applicable
response ranges were within the boundaries defined by the survey

text could be entered for questions allowing free-text ‘Other’ responses

all previously entered response options were removed when the ‘reset answers’ button was
selected

unique responses could not be selected along with other responses in multiple choice questions
(eg you shouldn’t be able to select ‘Don’t know’ along with any other response options)

skip instructions worked correctly for questions with ‘go to’ instructions

where a question had no skip instructions, all response options were checked to ensure they
went to the next question

logic test cases were executed

the ability to go back through the questionnaire to make corrections to previous entries was also
tested.
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As part of the testing process, ministry personnel (predominately in the Research & Evaluation team)
also tested an online CAPI/CASI version of the questionnaire extensively and worked with CBG to
find and resolve issues.

Programmed checks

In addition to the manual checks noted above, a range of logic, consistency and range checks were
programmed into TSS code to ensure the data was correct and robust. Checks can be categorised as
follows:

¢ hard error checks: required interviewers to change data that they had entered

o soft error checks: gave the interviewer the opportunity to check and possibly change the data
they had entered.

The 3 main types of checks conducted were:
1. logic checks

2. consistency checks

3. range checks.

Logic checks

This type of check is commonly applied in multiple choice questions where a list of response options
is given along with a ‘non-response’ option (eg ‘Don’t know’ or ‘Refused’) and where that non-
response option is considered ‘a unique code’ (ie cannot be selected together with any of the other
responses).

For example, 1 of the security questions asked respondents for the reasons why they had not
participated in a neighbourhood support group in the last 12 months. There were 2 answers within
the response framework which could not be selected in conjunction with any other answer: ‘Not
aware of such a group in my area’ and ‘Don’t know’.

Consistency checks

This type of check is used in questions where it is important to ensure consistent information is
entered — for example, in the demographic questions where it is important to ensure consistency
between the number of people in the household, the number of children in the household and the
household composition characteristics.

Range checks

For some questions, the data entered has to be within a certain range. Range checks prompted
interviewers (or respondents in the CASI section) to change their answer where an answer outside of
the acceptable range had been entered.

For example, the numerical range for all of the CAPI victimisation screener questions was 0 to 97.

Change control process

Throughout the CAPI/CASI testing process, a working register of all issues, discussions and
resolutions was maintained by CBG and the ministry. This register is now held with the ministry as
part of the project record.

The pilot study commenced only once all issues that impacted the collection of robust data were
resolved.
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Pilot study

The purpose of the pilot study was to mimic the main study as closely as possible, to ensure that the
guestionnaire and associated survey processes were robust and functioning correctly. In 2014 both
fieldwork and the offence coding activities were undertaken by the same provider (CBG). As such,
the pilot study tested both of these work streams.

In particular, the pilot study aimed to ensure that:

e new or altered questions were tested to ensure they were understandable, working as intended,
interviewer prompts were suitable and response frameworks were appropriate

e questionnaire routing was working correctly

¢ the questionnaire loaded into the CAPI and CASI software worked correctly, as well as the
electronic sample management

e interviewer and coder training and resources were fit for purpose
« fieldwork and coding reporting and monitoring systems/processes were functioning as expected

o fieldwork and coding statistics were as expected and/or within scope of project costs, time and
quality parameters

e incident selection worked as expected (secondary check)
o fieldwork communications were appropriate by gathering high-level feedback from respondents

e any risks to the main study were identified and suggested responses provided.

Table 4.3: Methodology and key information

Overview Most methods and processes used as part of the pilot study were in line with
those planned as part of the main study.

The main difference between the pilot and main studies was the meshblock
sampling process. Meshblocks used as part of the pilot study were chosen
(rather than randomly selected) to:

e provide a mix of urban and rural areas
e ensure that high crime areas were over-represented.

This was done to maximise the probability of encountering respondents who
had experienced crime and test both the victim screening process and the
guestions asked in the victim forms.

Target population Total usually resident, non-institutionalised, civilian population of New
Zealand aged 15 years and over.

Sample design Twenty-five meshblocks were sampled, 10 of which (40%*’) were classified
as ‘high-crime areas’.”®

All high-crime areas were also highly deprived (New Zealand Index of
Deprivation (NZDep) quintile 5).

As with the 2008 pilot study, 15 medium/low crime areas were taken from
NZDep quintiles 1-4.

2 . .
’ In 2009, 41% of meshblocks were selected from high-crime areas.
Defined as Police station areas with high offence rates per capita.
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Sampled areas Auckland, Hamilton, Wellington, Gisborne.

Dwellings included Permanent, private dwellings.

Sample size Main sample: 102
Maori booster sample: 69
Total sample: 171

Response rates Main sample: 56.9%
Maori booster sample: 73.6%
Total sample: 62.6%

Interviewing period 18 November — 1 December 2013

Average interview length Total questionnaire 42 minutes and 44 seconds

Questionnaire recall period | 1January 2013 to date of interview

Interviewers and training

Six interviewers were involved in the pilot study and were trained over a 2-week period consisting of
a period of mentored self-directed learning and culminating in a 2-day workshop in Auckland.

Prior to attendance at the workshop, interviewers were required to complete a preliminary training
course which provided them with foundational knowledge on the survey, experience using the
NZCASS electronic Sample Manager and familiarity with the questionnaire. As this knowledge was
assimilated in advance, the workshop programme could focus on the more practical aspects of the
fieldwork and also meant that time was available for guest speakers to present to the group.

For more information on interviewers and interviewer training please refer to Chapter 5: Fieldwork
processes.

Post-pilot changes

Only 2 material changes were made to the questionnaire based on recommendations from the pilot
study:

1. Two response options were added to 1 of the new ‘security questions’.

2. The ‘Don’t know’ response option was removed from the showcard relating to the personal and
household income questions. This was done in an attempt to avoid high rates of non- response to
these questions.
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5. Fieldwork processes

Introduction

Key fieldwork processes in 2014 remained largely the same as in 2006 and 2009 to help retain
consistency and ensure comparability between years. Where processes changed, this was
predominantly done to help improve response rates and increase efficiencies in fieldwork
management.

Fieldwork period

The fieldwork period for the 2014 NZCASS aimed to mirror that of 2009 as closely as possible. As can
be seen from Table 5.1, the start and end dates for 2014 fieldwork are comparable.

Table 5.1: Fieldwork period, by year

Year Period \[o] {13
2014 Monday 10 February 2014 to Sunday 6 All required contacts were made by 30 June 2014
July 2014 with the final week up until 6 July being used only

to complete outstanding appointments and other
‘mop-up’ activities.

2009 Saturday 14 February 2009 to Sunday 5 e Fieldwork period includes enumeration,

July 2009 household selection, setting up interview
appointment times and interviewing.

e The fieldwork period was 142 days in total.

e Interviews were conducted over 139 days from
Tuesday 17 February to Sunday 5 July.

2006 Thursday 9 February 2006 to Sunday 25 First year of the NZCASS.
June 2006

Issuing meshblocks

One thousand meshblocks were divided and allocated to each of the 5 fieldwork months.
Meshblocks were progressively issued to interviewers as fieldwork advanced.

Table 5.2: Month of issuing meshblocks - 2014
Feb Mar Apr May June Total

Meshblocks issued 204 201 200 197 198 1,000

Estimated eligibles 1,713 1,687 1,662 1,761 1,744 8,574
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Interviewers and training

Table 5.3: Overview of interviewers and training

Interviewers

Twenty-six interviewers were selected from a pool of experienced CBG
interviewers who had a proven track record working on other large
government surveys.

No new interviewers were used as part of the 2014 NZCASS field team.

General interviewer skills

and training

All interviewers had completed the following CBG training modules:

e public sector surveying

e maximising response rates
e cultural awareness

e enumeration

e safety management.

Since all interviewers working on the 2014 NZCASS were established and
experienced CBG staff, all these modules had been completed prior to the
start of NZCASS training.

Pre-reading and study

Prior to the NZCASS training days, interviewers received a copy of the
NZCASS questionnaire, the survey manual and the NZCASS workbook.

Interviewers were expected to spend time prior to the NZCASS training days
studying this material and becoming familiar with NZCASS interviewing
processes.

Practice

As part of the NZCASS preliminary training, interviewers were required to
practice administering the NZCASS survey on friends/family so that they
could practice the questionnaire and help to become familiar with its
application and layout.

NZCASS training days

As part of the NZCASS main study, all 26 CBG interviewers attended 2 days
of training in Auckland on the 4th and 5th of February 2014. These days
consisted of (but were not limited to):

e introduction and background to the NZCASS

e presentations by the ministry (NZCASS Project Manager) and New
Zealand Police on the use and importance of the NZCASS

e a presentation by Victim Support discussing victims experiences,
reactions and needs

e recruitment for the NZCASS, including strategies to maximise response
rates and overcome reluctance

e the questionnaire, with a focus on the most important questions, the
more complicated parts of the questionnaire, and things to note. There
was also a specific focus on the purpose of different questions so that
interviewers had more understanding of why certain questions were
asked and where the questionnaire differed from what they might be
used to in their application of other surveys.

e discussion of situations that might be encountered during the
application of the NZCASS and different ways to handle these (eg if a
respondent is fearful of answering due to the presence of a family
member, or if a respondent becomes upset due to the nature of the
questions)
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o fieldwork processes for the NZCASS with special attention paid to
processes that interviewers might not be used to through their
application of other surveys (eg NZCASS contact and outcome codes)

e audit and quality assurance processes that would be employed during
the fieldwork

e overview of the Specialist Offence Coding process.

The NZCASS Project Manager and a senior advisor from the ministry

attended both training days.

Assessment

In preparation for fieldwork, all interviewers were assessed by the CBG
managers to confirm that they were ready to begin interviewing as part of
the NZCASS.

Interviewers were not permitted to begin interviewing as part of the
NZCASS until they had completed all the required training, undertaken the
required practice interviews and passed the assessments.

Fieldwork resources

Interviewer resources

NZCASS interviewers were provided with a number of resources to assist them during the fieldwork
period. Table 5.4 provides a summary of these resources.

Table 5.4: Interviewer resources

Resource Description

Survey manual

The manual is designed as a step-by-step guide to survey administration and
includes (but is not limited to):

e information about the survey

e workflow (meshblock) planning

e using the Sample Manager software
e enumeration

e participant selection

e informed consent

e contact outcome coding

e the questionnaire

e closing the survey

e administration.

NZCASS workbook

The workbook provides contextual information, information about the survey’s
content and design, and a questionnaire study guide. This resource also provides
detailed training about signs of respondent distress when dealing with sensitive
content, how to build rapport and put the respondent at ease and encouraging
responses to the self completion section of the questionnaire.

Showcards

Showcards were provided in booklet form to all interviewers.

Consent forms

Consent forms in 2014 were in electronic format on the interviewing laptops.
Respondents signed electronically using their finger or a stylus to record consent.
Paper copies of the consent forms were left with respondents for future reference

Tablet/laptop

New technology replaced paperwork used in previous iterations of the NZCASS
with sample management and respondent selection taking place within CBG’s
Sample Manager software. Electronic copies of meshblock maps and participant
information sheets were also incorporated into the programme.
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Respondent resources

As shown in Table 5.5, a number of fieldwork resources were produced as part of the survey to assist
interviewers when engaging households/respondents and to help answer respondent queries.

Table 5.5: Respondent resources

Resource Description

Letter to household A letter was sent from the ministry introducing the survey, introducing CBG as the
ministry’s fieldwork provider, and encouraging participation when the interviewer
visits.

The letter was sent out to households in batches 7-10 days before the interviewer
was due to call. This was done in order to improve householders’ recall of the letter.
Interviewers were also given spare copies of the letter to help engage respondents
at the door if they didn’t remember receiving it in the mail.

Information A professionally designed pamphlet containing key information about the NZCASS
pamphlet was also mailed with the letter, including (but not limited to):

e what the NZCASS is and why we do it

e what the information collected is used for

e what type of questions are asked

e who conducts the NZCASS and when it will be undertaken

e who will be asked to participate

e 0800 numbers for both CBG and the ministry, should participants want to
confirm the validity of the research or talk to someone further about it.

Thank-you card At the end of the interview, a thank-you card was offered to participants. The
thank-you card contained contact details for a range of support organisations that

provide assistance to victims of crime.

Table 5.6 provides a summary of the fieldwork products produced and used during the main study.

Table 5.6: Number of fieldwork products used

Product Produced Dispatched Balance at end of Total used
fieldwork
Letter to household (English) 14,234 11,506 52 14,182
Letter to household (Maori) 500 130 451 49
Information pamphlet (English) 18,500 18,317 1,089 17,411
Information pamphlet (Maori) 500 260 434 66
Thank-you card (English) 7,500 7,500 1,064 6,436
Thank-you card (Maori) 500 260 391 109
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Translations

The fieldwork resources above were translated into a number of languages in 2014. Interviewers had
translations of both the ‘Letter to Household’ and ‘Information Pamphlet’ available on their laptops
for use when needed. These products could be printed out by interviewers and left with survey
participants as and when needed but only English and Maori products were printed in brochure
format.

In 2014, the fieldwork provider monitored translation/interpreter requests from respondents. A
summary of the languages and frequency of requests is provided in Table 5.7.

Table 5.7: Number of translation requests

NZCASS translated information Translation/interpreter requests
available
Maori Yes 0
Niuean Yes 0
Fijian Yes 0
Samoan Yes 5
Tongan Yes 1
Cook Island Maori Yes 1
Chinese (simplified) Yes 0
Chinese (traditional) Yes 0
Korean Yes 1
Hindi Yes 1
Other — total — 21
Other — Mandarin No 9
Other — Serbian No 1
Other — Vietnamese No 5
Other — Japanese No 1
Other — Burmese No 1
Other — Cantonese No 2
Other — Croatian No 1
Other — Bahasa (Indonesian) No 1
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Fieldwork procedures

Table 5.8: Fieldwork procedures

Visiting days and Interviewers approached households 7 days a week between the hours of 9:00am
times to 8:00pm. Occasionally, respondents requested an appointment time outside of
these hours with the interviewer accommodating wherever possible.

In order to increase the likelihood of finding a resident at home, interviewers
visited households on a mixture of weekdays and weekends and at different times
of the day. There were no differences in visiting days or times between urban and
rural areas.

Visits to meshblocks Each meshblock was visited by an interviewer a minimum of 5 times*” unless the
interviewer had achieved or recorded a final contact outcome for all selected
households in a meshblock.

Interviewers were allowed to visit each meshblock on 7 different days, although
multiple visits on the same day were allowed.

Typically, trips to each meshblock were spread over an average of 4 weeks.

Call-backs Up to a maximum of 9 call-backs (10 calls in total) were made to selected
dwellings.

Electronic sample All fieldwork activity was recorded in CBG’s Sample Manager software installed on

management the laptop computer of each interviewer. The software contained records for

every selected house in the sample and provided the ability to perform
respondent selection at the door according to survey protocols. The Sample
Manager also provided the interviewer with access to meshblock maps, translated
fieldwork products and links to launch the survey.

29 The procedure used in 2006 to visit areas and approach dwellings was different — refer to Reilly and Sullivan (2008: 12).
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Fieldwork management

A number of processes were put in place to ensure that interviewers were supported through the
fieldwork process and interviewing was completed on time and to the required standard.

Interviewers were monitored during fieldwork by the CBG field management team. Survey
completion rates and data quality were examined regularly at the individual interviewer level to
ensure that all interviewing was completed within the required timeframe and to a high quality.

Interviewers attended weekly teleconference meetings where the survey management team
communicated key messages and shared learnings. The meetings were also used to discuss overall
progress and celebrate successes. Each interviewer was also able to monitor their own progress and
performance throughout the fieldwork via their own personal web portal. Where it was identified
that an interviewer required additional training or support, this was provided.

Fieldwork progress, monitoring and reporting

As part of monitoring practices and reporting to the ministry, an online dashboard was set up by
CBG so that fieldwork statistics could be viewed in real time by project staff. In addition to this, a
formal monthly fieldwork report was provided to the ministry as a summary of progress and as part
of the project record.

Table 5.9 provides an overview of cumulative number of interviews (targeted and completed)
throughout fieldwork.

Table 5.9: Number of interviews targeted and completed, by month

Feb \ETS Apr May June Total
Targeted number of interviews 1,292 2,584 3,876 5,168 6,460 6,460
(cumulative)
Total number of interviews completed | 1,025 2,245 3,959 5,183 6,832 6,943%
(cumulative)
Percentage complete 15.9% 34.8% 61.3% 80.2% 105.8% 107.5%

30 Final total includes last interviews ‘mopped up’ in the first week of July 2014.
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Fieldwork lessons

As noted above, interviewers attended weekly teleconference meetings where the survey
management team communicated key messages and shared learnings. Table 5.10 outlines the main
lessons learnt during the 2014 main study fieldwork.

Table 5.10: Fieldwork lessons

Lesson Details

Invitation letter

Sending an invitation letter and information pamphlet to selected houses advising
the household of the impending interviewer’s visit produced a positive response.
Most respondents had seen the invitation letter and were better informed when the
interviewer visited.

Data linking

During fieldwork it was identified that some interviewers were not consistently
recording respondents’ surnames for the purpose of data linking. Additional training
was provided to the field team and data collection was monitored to ensure high
rates of surname collection were maintained for the remainder of the project.

Q47 free-text
responses

It was identified in 2009 by the coding provider at the time that some of the free-text
incident descriptions recorded at Q47 were of low quality, making a coding decision
difficult. At the beginning of the 2014 fieldwork, the coding supervisor audited a
selection of responses recorded at this question by all interviewers. Additional
training was then provided to interviewers who were not recording enough detail, or
who were not recording the incident particulars in the first person.
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Fieldwork quality assurance

A number of quality assurance processes were in place for the 2014 NZCASS fieldwork. These
processes ensured that all risks were managed and fieldwork progressed on time and to the required
standard. Fieldwork processes were implemented and managed by the ministry’s contracted
fieldwork provider, CBG.

Overview of fieldwork quality risks

There are a number of risks that can have an impact on the quality of the data collected and
potentially the number of CAPI or CASI victim forms completed. Table 5.11 provides a list of some of
these risks.

Table 5.11: Overview of fieldwork quality risks

Risk Description

1

Interviewers do not visit
sampled households as
required

The NZCASS sampling process has been carefully designed to ensure that
households throughout the country from both low- and high-crime areas
are selected.

If interviewers do not visit households according to the required sampling
process, there is the risk that biases will be introduced which may impact
the number of CAPI or CASI victim forms being collected.

Incorrect householder
sampled

If the required respondent sampling process is not followed, the incorrect
person may be selected.

For example, if only the people present at the time of visit is entered into
the sampling system (rather than all the people living at the address), an
incorrect respondent may be selected.

Screener questions asked
incorrectly

The number of victim forms completed relies on the number of screener
questions where a respondent answers affirmatively that they’ve
experienced an incident.

The number of victim forms selected can also be affected if the
interviewer does not ask the screener questions correctly and insert
emphasis on the correct words.

Self-completion handover
process executed
incorrectly

Directly after the demographic section, interviewers are trained to
introduce the CASI section of the questionnaire and encourage
respondents to participate — even if they haven’t experienced a crime.

At this point interviewers are asked to enter a response to Q163, which
asks whether the respondent is happy to continue or not:

1. happy to continue (computer is passed to the respondent)

2. hesitant (respondent is hesitant to continue but interviewers are
trained to reassure them and to help them get started)

3. refused totally (response option only used when the respondent
completely refuses and the interviewer can’t persuade them to
continue with the CASI section).

If an interviewer is not skilled at handling respondents’ concerns if
hesitant and encouraging participation — even if the respondent hasn’t
experienced a crime —respondents can drop out at this point of the
guestionnaire and hence the number of CASI victim forms could fall.

Respondents exit the
interview prematurely

Respondents could end the interview prematurely by not completing the
rest of the CASI section and handing back the computer early.
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Risk Description

6 IT issues occur There are a number of IT issues that could impact the number of victim
forms being submitted. It is up to interviewers to identify if and when
these are happening (if they occur during the CASI section, identification
will be more tricky) and report them for resolution.

7 Poor response rates and If a good response rate of the targeted sample size is not achieved, then
targeted sample not the number of CAPI and CASI victim forms could be lower.
achieved

8 Interviewers falsifying If interviewers falsify surveys, then the integrity of the data could be
surveys compromised.

Quality assurance processes
Table 5.12 lists the main types of processes in place during the 2014 NZCASS fieldwork.

Table 5.12: Quality assurance processes

Process Description/Purpose

In-field data quality Monitor key statistics that indicate whether or not surveys are being completed
according to the required protocols.

Analysis of survey Assess the quality of the data being collected.
data
Telephone audits One in every 10 respondents and at least 1 respondent in every meshblock is

contacted. A meshblock can’t be closed without a successful audit.
Audits confirm the following:

e the interview took place
e the interview took place at the correct address

e the number of occupants aged 15 or over living at the address at the point of
recruitment

e respondent selection procedures were completed correctly including the correct
recording of birth month and ethnicity information

e the respondent was happy with the way the survey went and with the
interviewer

e if the respondent had any problems or issues when answering the questions

e the respondent completed some questions by themselves using the computer
e showcards were used

e reason for participation.
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Quality assurance — management and statistics

Table 5.13: Fieldwork quality assurance — management and statistics

Interviewers do not visit sampled households as required

Risk description Quality assurance processes

The NZCASS sampling process has been carefully All sampled houses are pre-selected using the NZ Post
designed to ensure that households throughout address database. Selected addresses are pre-loaded
the country from both low- and high-crime areas into the Sample Manager database used by each

are selected. interviewer.

If interviewers do not visit households according to | The Sample Manager will only allow contact, outcome

the required sampling process, there is the risk and survey data to be entered into selected address
that biases will be introduced which may impact records. This data is uploaded on a daily basis.
the number of CAPI or CASI victim forms being Data uploaded from the field is used to ensure survey
collected. protocols are being followed.
Quality measure Description Result | Notes/Comments
Survey completed Respondents are asked during audit 95.9% | Occasionally the interviewer will
in the correct telephone calls to confirm that they enter data into another sampled
address live at the sampled address where the address record. Where the
survey was completed. respondent reports that the
Ensures that the random sample is address is not correct, CBG checks
protected and the correct houses are to ensure that they indeed live in
surveyed another sampled house.
Enumerated Number of houses that were added 1.6%
houses in into the sample by the interviewer.
meshblock Expressed as a proportion of the total
sample.
Results analysed at an individual level
to ensure that each interviewer is
completing enumeration.
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Incorrect householder sampled

Risk description Quality assurance processes

If the required respondent sampling process is not | Respondent selection requires the interviewer to list
followed an incorrect person may be selected. all occupants aged 15+ into the Sample Manager.
Month of birth and ethnicity information is also
collected. Once all occupants have been added, the
Sample Manager automatically selects the person to
be approached for the interview based on sampling
rules for the survey, thus reducing the possibility of
human error resulting in an incorrect occupant being
selected.

For example, if only the people present at the time
of visit is entered into the sampling system (rather
than all the people living at the address), an
incorrect respondent may be selected.

Occupancy information for every household is sent
back to CBG where it can be used in further auditing
processes/analysis to ensure survey protocols have
been followed. This differs from the approach in 2009

where names were listed on paper sampling forms
and the selection was made manually by the
interviewer.

Quality measure

Occupancy match
rate

Description

Match rate between the number of
occupants recorded in the Sample
Manager and the number of
occupants reported by the respondent
in demographics section of the survey.

Result

92.6%

Notes/Comments

In 95% of cases the correct number
or more occupants were recorded
in the Sample Manager.

Occasionally, incorrect occupancy
information is provided at the
door. Or the person completing the
survey is not the person who
provided the original occupancy
information.

Complete month of
birth (MoB)
information

Proportion of households where MoB
information was recorded for all
occupants.

Respondent selection protocol
dictates that the person with the next
birthday in the household is selected
for the survey. If MoB information is
missing for any of the occupants, the
person with the first name
alphabetically is selected. This check
ensures that the selection protocols
are being followed.

95.2%

MoB data was collected for all
occupants at 95.2% of addresses.
All of this information is stored
electronically by the Sample
Manager and can be used for
further quality checks.

This audit indicates that in the vast
majority of cases, respondent
selection is based on the person
with the next birthday in the
household, rather than the person
with the first name alphabetically.

Total adult (15+)
occupants
recorded

Respondents are asked in the audit
telephone call to report the number of
people aged 15+ that were living in the
household at the time of the
interviewer’s visit. This measure sums
all of the reported occupants from the
audit calls and compares the figure to
the number of occupants recorded in
the Sample Manager for all of the
audited houses.

This is a high-level check to ensure
that occupants in all selected houses
are included in the Sample Manager
database and have a chance of being
selected.

98.8%

There were 2105 occupants
reported from all audited houses
vs 2079 recorded in the Sample
Manager database for these same
houses.

This check evens out any
household-level discrepancies and
indicates that almost every eligible
occupant in the sampled houses
had a chance of being selected.
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Quality measure Description Result | Notes/Comments
Houses where The proportion of audited households 6.6% | The number of occupants recorded
Sample Manager where the occupants recorded in the in the Sample Manager should
occupants < audit Sample Manager was less than the match what is reported in the audit
occupants occupants reported by the respondent call. Occasionally incorrect
in the audit call. information is given at the door or
Seeks to ensure that at a household the audit questionis
level, the correct number of occupants misunderstood to be asking for
is being recorded. total occupants, rather than those
aged 15+.
Occupant MoB Proportion of occupants with correctly | 96.7% | This indicates that MoB data is
match recorded birth month information. being recorded correctly and not
Audited occupant is chosen at random falsified to influence the selection
from all the occupants listed in the process.
occupant table.
Names and MoB Proportion of respondent that 96.3% | Rate indicates that this information
information reported in the audit telephone call was consistently requested at the
requested for all that they were asked for this point of recruitment and selection
occupants aged 15 | information as part of the selection protocols were being followed.
and over process.
Used to ensure that selection
protocols are followed correctly.
Booster Proportion of respondents in the 100% | Rate indicates that respondents in
respondents booster sample that identify as Maori. booster houses were of eligible
identify as Maori Vel i erauie dher ihe aellaaieg) ethnici':jy. Anyt.reslpondentlzith;fctt
: i ‘ respond negatively are subject to a
respondent is of eligible ethnicity. further check which ensures that
they selected Maori as 1 of their
ethnic groups at Q151 in the
survey.
Reselect function Number of times the survey 0.85% | Rate indicates that reselection
use respondent is reselected as a occurs extremely infrequently.
proportion of total household
selections.
Reselection of the respondent is
possible in very limited
circumstances,31 when it is later
discovered there was some mistake in
the data used for respondent
selection. The interviewer is required
to obtain an authorisation code from
survey managers to proceed with
reselection.
Indi vidual interviewer rates are
monitored to ensure that reselection
instances conform to survey protocols.

31 . Lo

These include when the selected respondent does not usually live in that household, when they are actually under 15 years old,
when additional adult occupants are identified after selection took place, when MoB was entered incorrectly, and when a new
Maori occupant is identified in a booster sample dwelling.



Screener questions not asked correctly

Risk description

The number of completed victim forms relies on
the number of screener questions where a
respondent answers ‘yes’ they’ve experienced an
incident.

The number of victim forms selected can also be
affected if the interviewer does not ask the
screener questions correctly and insert emphasis
on the correct words.
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Quality assurance processes

Victim form completion rates were monitored closely
at the individual interviewer level as low rates may
indicate that the interviewer was not administering
the screener questions correctly. Those interviewers
with lower victim form yields were all subject to a
survey deli very assessment focusing on this part of
the survey. In all cases, the questions were being
administered correctly.

Following the concerns raised with low victim form
numbers at n = 200 interviews, all interviewers were
contacted to confirm that they were not experiencing
any issues with the victim form screener questions
and incident selection. Specifically, they were asked to
confirm that where 1 incident was reported, 1 victim
form was chosen for completion; 2 incidents = 2 victim
forms; and 3+ incidents = 3 victim forms. All
interviewers confirmed that this section of the
guestionnaire was working in the correct manner.

Quality measure Description

Actual | Notes/Comments

Household access
to vehicle

Proportion of respondents that own or | 91.4% | The rate was 92.5% according to

have regular access to car, motorcycle,
van or truck.

This is victim form screener Q27. If this
question is not asked/answered
correctly the respondent skips 3
further screener questions relating to
vehicle offences with the potential to
lose victimisation data. Vehicle-related
crime makes up a significant
proportion of crime reported in the

the 2013 Census. Survey results
closely match this, indicating that
Q28-30 screener questions were
not being inadvertently skipped.

NZCASS.
Average victim Average number of victim forms 0.41 | The 2009 rate was 0.7. The average
forms completed completed. number of completed victim forms

per survey

Designed to identify individual
interviewers who may not be
completing the screener questions
correctly. Indi vi dual rates ranged
from 0.2 in Southland to 0.8i n South
Auckland.

is dictated by the prevalence of
crime during the recall period.

Showcard use

Proportion of respondents that 95.6% | Rate indicates that showcards were

responded affirmatively to the

question: ‘Did [interviewer] use a book
of showcards to help you answer some
questions?’ in the telephone audit call.

Showcards are used throughout the
survey to help the respondent answer
questions. One card in particular is left
visible during the victim form screener
questions as a prompt.

consistently used in field.
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Self-completion handover process executed incorrectly

Risk description

Directly after the demographic section,
interviewers are trained to introduce the CASI
section of the questionnaire and encourage
respondents to participate —even if they haven’t
experienced a crime.

At this point interviewers are asked to enter a
response to Q163 which asks whether the
respondent is happy to continue or not:

1. happy to continue (computer is passed to the
respondent)

2. hesitant (respondent is hesitant to continue but
interviewers are trained to reassure them and
to help them get started)

3. refused totally (response option only used
when the respondent completely refuses and
the interviewer can’t persuade them to
continue with the CASI section).

If an interviewer is not skilled at handling
respondents’ concerns if hesitant and encouraging
participation — even if the respondent hasn’t
experienced a crime — respondents can drop out at
this point of the questionnaire and hence the
number of CASI victim forms could fall.

Quality assurance processes

Refusal rates at the individual interviewer level were
closely monitored and support was provided to any
interviewer who appeared to be struggling to
encourage people to take part. The consent rates
below indicate that this has not been an issue for this
iteration of the survey.

Quality measure Description Actual | Notes/Comments
CASI section Proportion of respondents who totally 1.9% | The self-completion refusal rate in
skipped refused to complete the CASI section 2009 was 3.4% (Q163 = 3) and 6%

(ie Q163 =3).

Those that refused completely skipped
the section, with the potential of lost
victimisation data.

in 2006. Lower refusal rates mean
a better chance of collecting
victimisation data which reduces
non-response bias.

Reported self-
completion

Proportion of respondents that
reported in the audit telephone call
that they completed a section by
themselves using the computer.

Independent check to ensure that
respondents are given the opportunity
to self- complete.

86.8%

These results are consistent with
the results of Q409 data quality
check which also suggest that
82.8% of respondents self-
completed to some extent.

Recorded self-
completion

Proportion of respondents that
completed the CASI section with no, or
very little, help from the interviewer
(Q409 = 1 or 2).*

Data collected from respondents that
self- completed with little or no
assistance from the interviewer is
likely to be more honest and accurate
than the data collected where the
interviewer administered the
guestions.

82.8%

Given that the CASI section is being
completed with no or little help
from the interviewer in the
majority of cases, it is likely that
the responses recorded are true
and accurate.

32 More detail around this exit question can be found in Appendix C.



Respondents exit the interview prematurely

Risk description

Respondents could end the interview prematurely
by not completing the CASI section and handing
back the computer early.
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Quality assurance processes

Four surveys were abandoned: 1 survey at Q1,
another at Q8, 1 at Q19.102 and 1 final survey at Q121
(VF2). One of these surveys contained incident data.
For this survey 1 full victim form and 1 partial form
were completed. A further 6 surveys were completed
with non-Maori respondents in booster houses and
were discarded.

Interviewers were trained to provide support to the
respondent when completing the CASI section. This
included coaching them on the use of the laptop.
Where a respondent decided after starting that they
did not wish to use the laptop, the interviewer
continued to administer the section.

Key exit questions

There are no quality measures associated with respondents exiting the interviews prematurely;
however, a series of exit questions help us to monitor and understand why respondents either
totally refused to participate in the CASI section (Q163 = 3) or didn’t continue all the way through it.

Table 5.14: Back-coded main reason for not completing self-completion section

Question Response N %
Q405 Please tell me your main reasons | Too personal 30 22.9%
for not answering this (self-
completion) section.
Couldn't self-complete due to 29 22.1%
disability/literacy/IT literacy
Privacy concerns 16 12.2%
Tired by this point/no time 14 10.7%
Not interested 11 8.4%
Too upsetting 10 7.6%
Other 8 6.1%
No reason given 7 5.3%
No experience of this type of crime 6 4.6%
Total 131 100%
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Table 5.15: Other exit questions asked
Question Response \| %

Q409 Record how much you helped Self completion done by respondent 5,109 75.0%
the respondent with the self-
completion section.

One or two questions 530 7.8%

More than one or two questions but 123 1.8%

less than half

More than half the questions but not 151 2.2%

all

All or nearly all of the questions 895 13.2%

Total 6,808 100%
Q409.101 What type of assistance did you Read 1 or more questions to 172 10.1%

provide? respondent

Read majority/all questions to 461 27.1%

respondent

Helped respondent enter one or more 340 20.0%

answers

Helped respondent enter majority/all 888 52.3%

of answers

Helped respondent move to the next 512 30.1%

screen

Helped respondent back up to 289 17.0%

previous screen

Answered questions about what the 80 4.7%
question meant

Other — Specify 23 1.4%

Total 2,765 100%
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Table 5.16: Fieldwork risks, quality assurance processes and outcomes

IT issues occur

Risk description

There are a number of IT issues that could impact
the number of victim forms being submitted, it is
up to interviewers to identify if and when these are
happening (if they occur during the CASI section,
identification will be more tricky) and report them
to CBG management for resolution.

Quality assurance processes

Where serious IT malfunction occurred in the field,
and the interviewer was able to successfully reboot
the laptop, they were able to re-launch the survey
from the last question that was answered. This
happened very rarely and there were no reports of
surveys being abandoned because of this.

There were no occurrences of serious IT failure or
laptop theft that resulted in data being unrecoverable.

Interviewers were trained to monitor respondents
when completing the CASI section and were instructed
to offer assistance if the respondent appeared to be
stuck. There were no reports of any respondents
starting the CASI section and not completing it due to
IT issues.

Poor response rates

Risk description

A low response rate can lead to non-response bias,
where the target population is not adequately
represented in the survey. Non-response broadly
comprises those people that refuse to take part in
the survey and those that cannot be contacted.
Ensuring that these people take part increases the
accuracy and reliability of the results.

Quality assurance processes

Continual response rate monitoring and reporting

Quality measure Description

Response rate Response rate calculated as
per previous iterations of
the NZCASS.

Result Notes/Comments

81.0% Main sample = 80.0%, booster
sample = 84.8%.

This compares with 71% main
and 69% booster in 2009.

Respondent Response rates by ethnic
ethnicity group in the core sample.
distribution (core | Rohonse distribution in the
sample)

core sample when analysed
by ethnicity should very
roughly match the ethnic
diversity of the target
population if interviewers
are recruiting effectively.

European =72.7%
Maori =12.9%
Pacific = 4.7%
Asian = 8.6%
Other =8.2%

See also Appendix E.




Quality measure

Male respondent
proportion

Description Result

Census data shows that
males make up 47% of the
adult population in New
Zealand. Females live in
smaller households on
average than males, so will
tend to predominate in the
NZCASS because only 1
respondent is selected from
each household. The
unweighted proportion of
males in the sample is thus
expected to be lower than
the census figure.

Males have a different rate
of victimisation to females.
To ensure the survey is
representative, male ratios
are monitored at the
individual interviewer level.

44.1%
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| Notes/Comments

Male ratio was 43.3% in the 2009
NZCASS. CBG achieved similar
male rates in other population
surveys. The ratios of male
respondents in population
surveys often differ from the
national rate, due to features of
the sample design or non-
response.

See also Appendix E.

Table 5.17: Other fieldwork quality measures

Quality measure

Enumerated
houses in
meshblock

Description and purpose

Proportion of houses per area
meshblock that were added into the
sample by the interviewer.

Results were analysed at an individual
interviewer level to ensure that the in-
field enumeration task was being
completed correctly.

Result

1.6%>

Notes/Comments

Rate demonstrated that
enumeration was being completed
as intended.

Adult phone
number supplied in
exit questions

Proportion of surveys with a phone
number recorded in the exit questions
for audit purposes.

In order to conduct telephone audit
calls, permission is requested from the
respondent at Q407 and a number
provided at Q408.

97.3%

Phone number
invalid or incorrect

Proportion of respondents with an
incorrect or invalid phone number
when contact was attempted by the
auditing team.

Phone numbers are used to conduct
audit calls. A high level of accuracy is
required when recording contact
details to ensure all respondents have
an opportunity to provide feedback via
these calls.

6.5%

33 . .
The 1.6% rate was calculated using the total selected addresses as the denominator.
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Quality measure Description and purpose Result | Notes/Comments

Remembering Proportion of respondents that 99.0% | Very occasionally a respondent will

completing survey | remember completing the survey report that they did not remember
when asked in the telephone audit. the survey. This is more prevalent

with elderly respondents or those
that want to avoid answering any
further questions. Where a
respondent reports not

Used to ensure that the survey was
completed with the selected
respondent recorded in the Sample

Manager. .

remembering the survey, a GPS
check is conducted to confirm that
the surveyor was at the address for
the duration of the survey.

Don’t Proportion of questions responded to 2.2%

know/refused with a ‘Don’t know’ or ‘Refused’

questions response.

Used as a general quality check to
ensure item non-response rates are
not too high for any individual
interviewer.

Interview falsifying surveys

Risk description Quality assurance processes

If interviewers falsify surveys then the integrity of No evidence of survey falsification was detected in
the data is compromised. 2014.

Electronic audits

Electronic audits of data such as interview durations and question timings were also carried out; that
is, survey paradata®® was analysed. In particular, the electronic audits related to timings of
interviews overall, and timings of sections of questions within the questionnaire. This data was
analysed to check for outliers and anomalies that suggested problematic interviewer or
guestionnaire performance.

Individual interviewer performance was analysed with respect to interview durations, timing for
specific questions, timing for groups of questions, and any questions or interviews which appeared
to be entered or conducted out of hours (between 10:00pm and 8:00am).

34 . . . . .
Survey paradata is information about the process of survey data collection. For further information about current
developments with respect to survey paradata, please see O’Reilly (2009).
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Checks of interview data

CBG conducted a number of ongoing checks of interview data throughout the fieldwork period and
appropriate action was taken if any anomalies were discovered. Most of these checks were carried
out on a weekly basis.

e Checks ensured that each laptop’s date and time settings were correct by examining this data
within each interview record.

e Checks were carried out for interview completeness, to ensure the last question in the
demographics section had been answered in all interviews. Incomplete interviews were not
included in the dataset.

¢ Checks were made to detect interviews with very short interview durations. CBG defined this as a
questionnaire duration less than 10 minutes.* There were 55 interviews (0.8% of interviews)
which had legitimate questionnaire durations of less than 10 minutes. As expected, none of these
interviews®® contained any CAPI or CASI victim form data.

e Checks were also made to detect interviews with unusually long interview durations. CBG defined
this as questionnaire durations greater than 120 minutes.’” There were 10 interviews> which had
legitimate questionnaire durations longer than 120 minutes.

e Checks were undertaken for interviews which were in the Maori booster sample, but where the
respondent had not selected Maori as one of their ethnic groups, and therefore the interview had
been terminated near the beginning of the demographic questions. In total, during the
interviewing period as a whole, 8 interviews were deleted from the dataset for this reason.

3 This is the same as an interview duration less than 20 minutes.

3 These 55 interviews were conducted by 16 different interviewers.
This is the same as an interview duration greater than 130 minutes.
These interviews were conducted by 3 different interviewers.
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6. Fieldwork statistics

Introduction

This chapter provides detail about response rates and other key fieldwork statistics used as part of
the NZCASS. Fieldwork statistics provide:

e measurement and monitoring information for research/fieldwork management
o useful information for planning future research

¢ anindication of issues or biases that may be present in the data and need to be noted or
addressed.

Table 6.1: Summary of key fieldwork statistics by sample

Main Maori booster Overall

2009 2014 2009 2014 2009 2014
Dwellings visited 6,934 7,990 14,008 3,464 20,942 11,454
Estimated eligible 6,809 6,540 1,893 2,015 8,703 8,574
Targeted number of 4,030 4,800 1,409 1,660 5,439 6,460
interviews
Number of interviews 4,809 5,235 1,297 1,708 6,106 6,943
achieved
Interview yield from 69% 66% 9% 49% 29% 61%
dwellings visited
% of target completed 119% 109% 92% 103% 112% 107%
(interviews achieved/target)
% of total sample 79% 75% 21% 25% 100% 100%
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Response rates

Overview
Table 6.2: Unweighted response rates for the NZCASS since 2006

Year Main Maori Overall Notes

booster

2014 80% 85% 81% | e« Contact outcomes and response rate calculation were kept
largely consistent with 2009.

e ‘Not visited’ and ‘Not a dwelling/Empty section’ codes
were added in 2014.

2009 71% 69% 70% | e« Contact outcomes in 2009 for ‘Unavailable’ and ‘Not
available’ are not directly comparable with the
‘Unavailable’ code recorded in 2006.

e Similarly, codes for respondents who were not able to be
interviewed were not directly comparable. In 2009,
‘Language’ and ‘Incapacitated (infirm/hospitalised)’ were
used, whereas a single ‘Respondent not interviewable’
code was used in previous surveys.

2006 59% 56% 58%>

Response rate changes

In order to reduce non-response and sampling bias, project teams in each iteration of the NZCASS
have attempted to maximise response rates. Between 2006 and 2009, and again between 2009 and
2014, the proportional increase in response rates was relatively similar.

The increased response rate is likely to have reduced any non-response bias. The survey weights also
combat non-response bias, primarily in the non-response adjustment and raking/post-stratification
stages. These weighting stages are described in Chapter 10, along with the rest of the weighting
process. One way to measure how much effect these weighting stages had is to compare the sample
profiles after applying the initial inverse probability weights with the final weighted profile (these
profiles are shown in Table E1 in Appendix E). On average, the figures changed by 0.8 percentage
points in 2014. This is very similar to the average change of 0.9 percentage points in 2009,
suggesting that the weights have had a similar overall effect in the last two iterations of NZCASS. In
contrast, the average change in the 2006 profiles was 1.7 percentage points, roughly twice the size,
indicating that the weights had to work harder in NZCASS 2006. This may well be due to the lower
response rate in 2006.

While this analysis suggests there may have been greater underlying sample imbalances due to non-
response in 2006 than in 2009 and 2014, these imbalances have been corrected by weighting. It is
unknown whether substantive non-response bias remains after weighting, but it seems reasonable
to suspect from analogy with the effect of weighting that NZCASS 2006 results might be more
affected by any remaining bias than those from 2009 and 2014.

Appendix A also presents some demographic information (NZDep2013, 2013 Police crime rate and
gender) for the households and respondents who declined to participate in the 2014 NZCASS.

39 Not stated in the 2006 Technical Report.
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Maximising response rates
To maximise the response rate in 2014, the following new procedures were implemented:

e the Maori booster sampling process was changed
e apre-survey letter and pamphlet was sent to households prior to interviewer calling

e interviewer performance was monitored throughout the project with additional training and
support being provided.

These procedures were in addition to that used during 2009 fieldwork to maximise response rates:

a high maximum number of calls (10) to each dwelling (household) was used

these (up to 10) calls were spread on different days, and at different times of the day
e there was a minimum of 5 visits to each meshblock

o using well-designed publicity and promotional materials in a variety of languages — in particular,
the design and use of an information brochure in a question and answer format potential
respondents could request an interviewer of the same gender or ethnicity as themselves, and
make/change appointment times

e 0800 numbers for the Ministry of Justice, CBG and the Victims of Crime information line were
prominently displayed on the brochure and letter, and the Victims of Crime website
(www.victimsinfo.govt.nz) was also shown on the brochures

¢ respondents were informed about where and when they would be able to find the survey results

e promotion of the survey on the ministry’s website was in place to increase awareness of the
survey and provide evidence of authenticity

Contact outcomes

The same contact outcomes were used in 2014 as in 2009 so that response rates were as
comparable as possible. Due to the 2014 change in sampling process, 2 new codes were added to
this list of outcomes: ‘Not visited’ (NV) and ‘Not a dwelling/Empty section’ (NDE).

Interviewers recorded the outcome of the final call to each sampled dwelling as a code in Sample
Manager. These outcome codes were then used in the response rate calculations. Please note that
these were the final outcomes, as interviewers could call at a selected dwelling up to a maximum of
10 times.



Table 6.3: Contact outcomes, associated codes and categories
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No. Contact outcome Code Category
1 Interview I A
2 Not eligible NE B
3 Unavailable** u B
4 No reply NR C
5 Access denied/no access AD C
6 Household refusal HR DorC
7 Respondent refusal RR D
8 Not available** NA D
9 Appointment APT D
10 LanguageTT L D
11 Incapacitated (infirm/hospitalised) INC D
12 Partial P D
13 Other OTH D
Dwellings visited"
14 Not visited NV c
Estimated eligibles
Response rate (%)
Vacant* Vv *
Not a dwelling/Empty section* NDE &

T ‘Dwellings visited’” was the sum of the 13 contact outcomes listed above. These were the occupied

dwellings; the unoccupied dwellings (vacant dwellings) were listed separately.

11 This referred to English language difficulties; that is, household members could not understand the
interviewer or any of the printed brochures.

*

These contact outcomes (V and NDE) were not included in either the response rate calculation or the

calculation of (occupied) dwellings visited, but has been included in this table for completeness. Note also that
the ‘out of frame’ outcome was also excluded from the response rate calculations. There were 14 ‘out of

frame’ outcomes (12 from the main sample and 2 from the Maori booster).

** The difference between the ‘Unavailable’ and ‘Not available’ outcomes is that ‘Unavailable ’ referred to
usual residents who were living away from the household for the duration of the survey, whereas ‘Not
available’ referred to selected usual residents who were not available for the interview at the time of call by
the interviewer.
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Table 6.4: Summary of 2014 contact outcomes by sample

No. Contact outcome Main sample Maori booster Overall sample
sample

1 Interview 5,235 1,708 6,943
2 Not eligible 0 1,061 1,061
3 Unavailable 260 60 320
4 No reply 328 115 443
5 Access denied/no access 200 65 265
6 Household refusal 445 143 588
7 Respondent refusal 117 45 162
8 Not available 62 19 81
9 Appointment 0 0 0
10 Language 45 1 46
11 Incapacitated (infirm/hospitalised) 103 36 139
12 Partial 3 0 3
13 Other 21 5 26
14 Not visited 4 2 6

Dwellings visited 7,990 3,464 11,454

Estimated eligibles 6,541 2,015 8,574

Response rate (%) 80.0 84.8 81.0

Vacant 706 149 855

Not a dwelling/Empty section 465 57 522

Comparison of contact outcomes between 2009 and 2014

Table 6.5 provides a comparison of contact outcomes as a proportion of dwellings visited. This shows
that:

e the number of interviews achieved as a proportion of the number of dwellings visited increased
in 2014. Likewise the proportion of ineligible contacts decreased notably. These changes are
likely to be in part the result of changes made to the Maori booster sampling process.

e the proportion of respondent refusals decreased, particularly as part of the main sample. There
could be any number of reasons for this; however, the main 3 contributing factors are thought to
be:

— theinterviewers selected as part of the NZCASS field team all had experience working on
other large surveys with CBG. No new interviewers were recruited for the project.

— interviewer performance was closely monitored throughout fieldwork, with additional support
being provided where appropriate in order to reach targets

— apre-survey letter to the household was sent out in 2014 to help engage and prepare
respondents for the survey.

o all other contact outcomes remained relatively stable when looked at as a proportion of all
dwellings visited. This indicates that contact outcome coding was consistent with 2009.
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Table 6.5: Contact outcomes by sample type, 2009 and 2014

Main sample Maori booster sample Overall sample
o e N T N T N T
Interview 69% 65% 9% 49% 29% 61%
2 Not eligible 0% 0% 82% 31% 55% 9%
3 Unavailable 1% 3% 0% 2% 1% 3%
4 No reply 3% 4% 2% 3% 2% 4%
5 Access denied/no 1% 3% 1% 2% 1% 2%
access
6 Household refusal 8% 6% 2% 4% 4% 5%
7 Respondent refusal 11% 1% 2% 1% 5% 1%
8 Not available 3% 1% 1% 1% 2% 1%
9 Appointment 0% 0% 0% 0% 0% 0%
10 Language 1% 1% 0% 0% 0% 0%
11 Incapacitated 1% 1% 0% 0% 0% 0%
(infirm/hospitalised)
12 | Partial 0% 0% 0% 0% 0% 0%
13 | Other 1% 0% 0% 0% 0% 0%
14 | Not visited = 0% = 0% = 0%
Dwellings visited 6,934 7,990 14,008 3,464 20,942 11,454
Estimated eligibles 98% 82% 14% 58% 42% 75%
Response rate (%) 70.6 80.0 68.5 84.8 70.2 81.0
Vacant 7% 9% 5% 4% 6% 7%
Not a dwelling/Empty - 6% = 2% = 5%
section

40 The rate of unoccupied dwellings according to the 2013 Census is 10.6%, up from 9.7% in 2006.
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Response rate calculations

The response rate calculations used the outcome of the final call to each sampled dwelling that
interviewers recorded. These outcomes were allocated to categories in the following manner for
each of the PSUs in the sample: i = 1 to 1000.

Table 6.6: Contact outcomes and categories

Category Outcomes

Interviews (a;) e Interviews (I)

Not eligible (b;) e Not eligible (NE)
e Unavailable (U)*

Eligibility not established (c;) e Noreply (NR)
e Access denied/no access (AD)
e Not visited

e Household refusal (HR) in Maori booster sample*

Eligible non-response (d;) e Respondent refusal (RR)

e Not available (NA)

e Appointment (APT)

e Language (L)

e Incapacitated (INC)

e Partial (P)

e Other (OTH)

e Household refusal (HR) in main sample*

* For main sample dwellings this outcome was included in the ‘Eligible non-response’ (d;) category, for Maori
booster sample dwellings this outcome was included in the ‘Eligibility not established’ (c;) category.

An estimate of the eligible households within the PSU was calculated:
ci X (a; +d;)
Y (a;+ b+ dp)
The response rate was the number of interviews achieved divided by the estimated eligible

households, as shown below. This was the formula for calculating the response rate for each of the
main (core) and Maori booster (screened) sample components within each PSU (meshblock).

ai+d

a;
¢ X (a;+dy)
(a; +b; +d;)

ai+di+

This reduced, or simplified, to the following:
a; X (Cli + bi + dl)
(ai + dl-)(ai + bi + Ci + dl)

The response rate for a group of PSUs was the average of the response rate for the individual PSUs,
weighted by the estimated eligible households within each.
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Response rate progress during fieldwork (2014)

As part of the 2014 NZCASS, an online dashboard was set up by the fieldwork provider so that
fieldwork statistics could be monitored in real time. In addition to this, the ministry received a
monthly fieldwork report which summarised the fieldwork statistics for the end of the relevant
month. Table 6.7 provides a breakdown of (cumulative) progress and response rates provided in the
monthly reports throughout the 2014 fieldwork period.

Table 6.7: Response rate progress by fieldwork month

Reporting date Number of Number of Main Maori booster | Overall sample
completed completed sample sample response rate
meshblocks interviews response response rate (%)

rate (%) (%)
1 9 March 2014 26 1025 25.6% 30.4% 26.7%
2 2 April 2014 99 2,245 39.4% 45.9% 40.9%
3 5 May 2014 202 3,959 54.3% 53.3% 53.8%
4 1June 2014 481 5,183 56.8% 56.5% 56.6%
5 1July 2014 823 6,832 77.5% 82.3% 78.5%
6 7 July 2014 1,000 6,943 80.0% 84.8% 81.0%
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Response rates by demographic and geographic factors
Tables 6.8—6.13 show response rates broken down by various factors.

Table 6.8: Response rates by region

Number of Number of Overall sample
interviews meshblocks response rate (%)
(PSUs)

01 Northland 317 37 87
02 Auckland 1,880 304 75
03 Waikato 812 100 81
04 Bay of Plenty 585 64 84
05 Gisborne 156 11 90
06 Hawke’s Bay 344 39 89
07 Taranaki 199 26 88
08 Manawatu — Wanganui 377 55 83
09 Wellington 739 114 83
16 Tasman 108 14 93
17 Nelson 94 12 88
18 Marlborough 91 11 99
12 West Coast 45 8 88
13 Canterbury 788 129 84
14 Otago 279 53 77
15 Southland 129 23 72
Total 6,943 1,000 81%




Table 6.9: Response rates by meshblock deprivation*
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Level of area deprivation Number of interviews Number of Overall sample
(NZDep2013) meshblocks (PSUs) response rate (%)
1 (lowest) 1,162 194 81
2 1,246 197 81
3 1,446 221 80
4 1,438 198 82
5 (highest) 1,633 187 81
NA 18 3 75
Total 6,943 1,000 81%

Table 6.10: Response rates by Police recorded crime groups

Crime Rate (2013)42 Number of interviews Number of Overall sample
meshblocks (PSUs) response rate (%)
Low 2,336 381 81.8
Medium 1,830 270 79.8
High 2,777 349 81.1
Total 6,943 1,000 81.0%

4 Three meshblocks in 2014 did not have a deprivation score.
Crime rate groups have been derived for each meshblock from Police recorded crime data. The Police data relates to the

number of incidents recorded as crimes (in -scope in NZCASS) that occurred in 2013. This produces frequency counts per

meshblock, which are grouped into three evenly sized groups weighted by the 2013 estimated resident population 2013.
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Interview counts by age, ethnicity and sex
Table 6.11: Ethnicity by total response

Ethnicity

| eem [ e [ e [ me | o
Age group Male Female Male Female Male Female Male Female Male Female Male Female
380 172 208 110 118 77 102 21 23 14 17 6 4

15-19

years

20-29 924 393 531 242 320 158 253 28 41 50 49 9 4
years

30-39 1,061 457 604 294 378 159 249 26 28 55 62 13 14
years

40-49 1,297 591 706 414 487 213 290 28 29 43 44 10 7
years

50-59 1,174 532 642 376 448 169 227 15 28 44 36 6 9
years

60-64 541 228 313 180 238 53 94 10 11 7 13 3 2
years

65 years 1,560 683 877 581 741 148 191 15 11 14 17 2 5
and over

Refused 6 3 3 2 3 0 1 0 0 1 0 0 0
Total 6,943 3,059 3,884 2,199 2,733 977 1,407 143 171 228 238 49 45




Table 6.12: Gender by total response

Ethnicity
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m Male Female Male Female Male Female Male Female Male Female Male Female

Main 5,235 2,374 2,861 1,894 2,274

Maori 1,708 685 1,023 305 459 685 1,023 25 45 7 5 2 2
booster

Total 6,943 3,059 3,884 2,199 2,733 977 1,407 143 171 228 238 49 45
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Table 6.13: Interviews completed by month

Month Number of days Number of interviews %

10-28 February 2014 19 629 9.1
1-31 March 2014 31 1,519 21.9
1-30 April 2014 30 1,577 22.7
1-31 May 2014 31 1,453 20.9
1-30 June 2014 30 1,640 23.6
1-6 July 2014 6 125 1.8
Total 147 6,943 100.0

Completion of the questionnaire

In the NZCASS there are 4 key questionnaire completion milestones:

1. arespondent has completed the interviewer-administered (CAPI) section
2. arespondent has completed up to and including the demographics (Q163)
3. arespondent has completed the self-completion (CASI) section

4. arespondent has completed the exit questions.

Within some of these completion milestones, there are different ways that ‘completion’ can be
measured.

As the standard, an NZCASS questionnaire was considered ‘complete’ for the purpose of inclusion in
the final dataset if a respondent had completed up to and including Q163 — that is, completed the
CAPI section up to and including the demographic questions.

Table 6.14 provides statistics for each measure used to indicate whether or not a questionnaire
milestone has been completed.
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Interview duration

The total average interview duration is made up of:

o the time it takes the interviewer to engage the respondent and ‘get settled’ ready to start the
interview and disengage at the end of the interview

e administering the CAPI section of the questionnaire

o the time it takes for the respondent to answer the self-completion component of the
questionnaire (CASI section)

¢ administering the exit questions and closing the interview.

Table 6.14: Average interview duration by number of victim forms completed, by year

Average interview duration (minutes) 2006 2009 2014

Total 52 48.8 41.0
No CAPI victim forms 44 41.4 36.5
One CAPI victim form 56 52.5 47.2
Two CAPI victim forms 66 61.8 56.3
Three CAPI victim forms 75 73.1 68.7
One or more CAPI victim forms 53 63.1 51.6

The average interview durations noted above include a 10-minute estimate to engage the
respondent and exit from the interview. This estimate was first introduced in 2006 and then
continued in 2009 because enumeration and approach processes were paper based, rather than
electronic as in 2014. To estimate equivalent durations, the same 10-minute buffer has been applied
in 2014; however, it is highly recommended that this is dropped as part of the process in future
years and if technology allows, the engagement and exit timings are monitored (rather than
estimated).
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7. Offence coding

Introduction

Offence coding is an important part of the NZCASS. Offence codes are based on the responses
provided in the CAPI and CASI victim forms, including a short description in the respondent’s own
words (except for sexual offences). Coding also draws to some extent on other questions throughout
the questionnaire.

Offence coding activities were the least well-documented and structured part of the research
process in previous iterations of the NZCASS. In 2014, a number of systems and processes were
developed and implemented in order to:

improve the transparency around offence coding practice

e improve the consistency of coding both between iterations of the NZCASS and between coders

e update offence coding resources so that they were easy to use and understand (eg the Offence
Coding Manual)

o facilitate ‘in-field’ monitoring and reporting of coding progress

o facilitate ‘in-field’ monitoring and reporting of quality assurance activities as well as keep a record
of all coding decisions and discussions undertaken

o facilitate recording of activity time to assist with the planning of future iterations.
It should be noted that while the management and IT systems used to conduct coding activities have

changed notably in 2014, the project team took great care to ensure that the methods and rules
used to code offences remained consistent with 2009 and 2006.
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Offence coding resources

A number of resources were provided to 2014 coders both as part of their training and for use
during coding activities.

Table 7.1: Offence coding resources

Resource Description

Offence Coding Workbook The workbook was a new resource in 2014 and provided:
e contextual information about the survey

e guidelines on work practice

e auser’s guide to the coding system/interface.

Offence Coding Manual The purpose of the manual was to:
e explain the principles of offence coding as part of the NZCASS
e document coding practices and procedures.

The Offence Coding Manual was heavily reformatted in 2014 so that it was
easier to use (find information), understand and update. Some additional
information was also included in 2014 such as a list of incompatible codes
and a list of commonly used terms and definitions.

Questionnaire A copy of the final questionnaire that was being used as part of 2014
fieldwork.

Offence code summary A 1-page ‘lift out’ that listed all offence codes (Appendix A of the Offence

sheet Coding Manual).

Crimes Act Link to the Crimes Act so that coders could look up or check details should

they need to.

Training presentations Coders also had access to a range of online presentations delivered as part
of the training.

Experts/Supervisors Experts from both Victoria University and the New Zealand Police were
available to assist coders as and when required throughout the coding
process.

Coders and training

Coders

Because offence coding as part of the NZCASS requires a foundation in legal theory, the coders hired
needed to:

e be fourth year honours students (law)

e have completed the criminal law module and legal reasoning/research modules at a B grade or
above

e be able to give evidence of IT literacy

¢ have a high attention to detail.

Two coders were hired by CBG as part of the NZCASS pilot study and continued as part of the main
study as well. In total, 6 coders worked on the NZCASS main study along with a CBG coding
supervisor and 2 supporting auditors/experts (1 from the Victoria University Law School and 1 from
the New Zealand Police).
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Training as part of the offence coding process took place in a number of stages (Table 7.2).

Table 7.2: Training undertaken for offence coding

Resource Description

Provision of workbook

Reading/self-learning.

Online webinar

e 1.5-2 hours
e overview, orientation and demonstration.

Provision of manual

Reading/self-learning.

Individual practice

Navigating the system/interface.

Online assessment

A pass of 100% was required before starting live coding.

One day face-to-face
training

Conducted at the Ministry of Justice in Wellington and covered the following:

e NZCASS overview, past surveys and the importance of the NZCASS to the
sector and how coding is an important part of the research process

e Police recording standards and comparison with legal theory

e arecap of the orientation webinar

e offence coding, double coding, out-of-scope rules, key considerations,
process and examples from previous iterations (2006 and 2009)

¢ individual/group practice
e group discussion on coding decisions and issues.

Individual practice time

e 5-7days
e using 2006 and 2009 records.

Observed assessment

Coders were subject to an online, observed assessment by the Victoria
University expert with the assistance of the coding supervisor. A minimum of
6 CAPI/CASI victim forms were selected for coding during the assessment,
which aimed to ensure that the coder could demonstrate the following
competencies:

e assign standard offence codes with a high degree of accuracy to offence
data collected from the 2014 NZCASS pilot for both CAPI and CASI victim
forms

e coding decisions are based on a review of all the detail provided for each
offence, including all forms for that victim

e knowledge of when to submit a record as certain and when to submit as
not certain and enter sensible, succinct and understandable comments as
appropriate

o refer back to the Offence Coding Manual before applying a code, in
particular where an offence is borderline

¢ ability to code with a high degree of accuracy common ambiguous and/or
difficult offence scenarios, including double coding and 80s codes.

Coders were able to commence live coding on real data once the assessors

were satisfied that all of the above competencies had been met.
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Coding practice and processes

The following section provides an overview of the offence coding and quality assurance process
undertaken in 2014. Details of how offences were coded are provided in the NZCASS Offence Coding
Manual.”

Overview

1. One of the NZCASS research objectives requires comparison with levels of reported crime. As
such, it’s important that offence coding for NZCASS mirrors Police recording practice as closely as
possible.

2. An exact match with Police recording practice is unlikely given that:
a. different Police officers may make different judgements when deciding:
i. whether to record an incident as an offence
ii. which category it should be placed in.

b. Police continuously review and refine recording rules, which means some practice change, has
occurred between surveys.

3. As a general principle, offences in the NZCASS are coded:
a. in accordance with current legal theory
b. in line with current Police recording procedures.

4. In most circumstances these 2 requirements will be met and there will be no conflict (ie Police
recording practice will be in line with the legal theory and definitions).

Offence codes

Table 7.3 lists the offence codes collected in the NZCASS. These offence codes are unchanged
between 2006, 2009 and 2014.

Table 7.3: Offence codes collected in the NZCASS

Offence label Offence Weight
code (H = Household
P = Person

Sexual violation of women 01 P
Sexual violation of men 02 P
Incest 03 v

Indecent assault 04 P
Indecent exposure 05 4

Grievous assaults 06 P
Other assaults 07 P
Abduction/kidnapping 08 P
Robbery 09 P

43 The NZCASS Offence Coding Manual is available from the ministry on request.
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Offence label Offence Not Weight
code counted (H = Household
P = Person

Theft from person 10 P
Burglary (old definition) 11 H
Burglary (new definition) 41 H
Theft from inside home (right to be there) 12 H
Theft from outside the home (over $10) 13 H
Taking/conversion motor vehicle 14 H
Unlawful interference/getting into motor vehicle 15 H
Theft from motor vehicles 16 H
Taking/conversion/unlawful interference with bicycle 17 H
General theft of personal property 18 H
Arson 19 H
Wilful damage to household property 27 H
Wilful damage to personal property 28 P
Threatening to kill or assault/threatening behaviour 21 P
Threatening to damage property 29 P
Extortion/blackmail 22 v

Unlawfully in building (no clear intention to commit offence) 23 4

Peeping Toms, lurking etc 24 v

Fraud 25 v

Damage to motor vehicles 26 H

In scope, but not able to tell which offence 85 v

Not an offence 86 v

Offence not in scope 87 v

Coding period

In 2014, offence coding took place in ‘real time’ while interviewing was taking place. This was
possible due to new IT and management systems put in place. In previous iterations of the NZCASS,
coding took place in batches once interviews had been completed.

The main study coding period officially ran between 2 March 2014 and 13 July 2014. The coding
period finished 14 days after fieldwork once final coding and quality assurance processes were
undertaken.
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Coding interface/system

In 2006 and 2009, survey information was accessed and coded using a Microsoft Excel spreadsheet.
Comments would be made on each form/record, which were then flagged for review or discussion
with the wider team or coding supervisor.

In 2014, a coding interface/system was developed to help improve the quality of the data and assist
with coding management and quality assurance processes. The new interface was an online, web-
based system™ designed by CBG. This system allowed coders to work remotely and around their
other work and study commitments.

The advantages of the 2014 interface/system include:

ease of navigation and ability to view all the information on 1 page for each respondent

ease of moving between forms, an important consideration in ensuring all forms are reviewed
before a final coding decision is made, to ensure that identical incidents are not coded more than
once and to easily see any patterns of victimisation

no delay in the survey data collected by the interviewer being made available to the coder — new
records were loaded on a daily basis as interviewing progressed, thus reducing time pressure on
the coding activity

easier analysis and quarantine of coding decisions

ability to limit access, tailor separate views for specific coders or auditors (eg only auditors could
write in the auditor comments box and each coder sees their own individual list of records to be
re-coded upon log in)

instant reports in real time of the number of records submitted as certain/uncertain, outstanding
for audit, re-coding, by whom and when

shared comments and data in real time, preventing the need for spreadsheets going backwards
and forwards between the coders and the expert team member — this method improved
communication greatly and allowed for more efficient time management.

Screenshots of the 2014 coding interface/system have been provided in Appendix D.

44 The system used the ‘FileMaker’ database platform.
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Coding quality assurance

To ensure that coding decisions were correct, a number of quality assurance steps were put in place
in 2014 (Table 7.4).

Table 7.4: Offence coding quality assurance process

Step Description

1 Forms sent to coder One interview could have up to 6 forms to code. All the forms in an
interview were individually coded, but grouped together as a set.

2 Certain vs Uncertain Each coding decision needed to be marked as either ‘Certain’ or ‘Uncertain’
by the coder.

3 Certain codes Ten percent of ‘Certain’ decisions were randomly assigned to each of the
coding supervisors/auditors (30% of ‘Certain’ decisions in total).
A balance of views, skills and experience was provided by 3 auditors:
1. CBG coding supervisor
2. Victoria University legal expert
3. New Zealand Police coding expert.

4 Uncertain codes All decisions where the coder was uncertain of the offence code assigned
were audited by the Victoria University legal expert.

5 Audit (pass/fail) Where the decision passed the audit, the offence code was confirmed.
Where the decision failed the audit:
e the coding decision was changed by the auditor
e comments were provided around why the code was changed and the

rationale for this change

e the record was sent back to the coder for review.

6 Auditor agreement All 3 auditors would discuss the record and come to an agreed decision
where:
e A ‘certain’ decision was changed during the audit process
e Where an auditor was uncertain about the correct offence code to

assign

7 Coder check Where a pattern of failed ‘Certain’ decisions emerged, a wider review of
the coder’s work would be triggered to assess if there were any ‘patterns of
concern’ that needed to be addressed. This was done to ensure that all
coders were working correctly and to the required standard.
It should be noted that during the coding period, only 1 instance was
flagged where a coder needed further coaching on how to assign primary
vs secondary offence codes.

8 Secondary coding As an added level of quality assurance, secondary coding was triggered in

some cases.

This means that in some cases, records were put back into the system so
that they could be coded a second time by a different coder.

This was done so that mismatches could be identified and further auditing
could take place.
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Figure 7.1: Offence coding flow process
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Quality assurance statistics

Quality assurance statistics were reported to the ministry monthly throughout the fieldwork period.
Table 7.5 shows the final number of coding decisions audited along with pass rates for 2014.

Table 7.5: Offence coding quality assurance statistics

Initial coding Secondary
process coding

process

Total number of records coded 3,755 772 (21%) | The secondary coding process figure
refers to the number of records that
were coded by 2 different coders as
another level of quality assurance.

Number of mismatches N/A 35 (4.5%) Number of mismatches between the
codes assigned by the initial and
secondary coder. All mismatched
codes were reviewed by auditors.

Number of ‘Certain’ records 2,818 (75%) 571 (74%)

Number of ‘Certain’ records 873 (31%) 229 (40%) | Ten percent of ‘Certain’ records

selected for audit were randomly selected for audit by
each of the 3 auditors.

Audit pass 803 (92%) 197 (86%) | Secondary coding process: Number
of records that were coded for a
second time, did not have a
‘mismatch’ flag, were selected for
audit and passed.

Audit fail 70 (8%) 32 (14%) Secondary coding process: Number
of records that were coded for a
second time, did not have a
‘mismatch’ flag, were selected for
audit and passed.

Number of ‘Uncertain’ records 937 (25%) 201 (26%)

Number of ‘Uncertain’ records 937 (100%) 201 (100%)

selected for audit

Initial code correct 615 (66%) 150 (75%)

Initial code incorrect 322 (34%) 51 (25%)




Coding process timings

Table 7.6: Offence coding process timings

Pilot study
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Main study

Average number of forms coded
per hour

25 forms
(1 form on average every 2.5
minutes)

30 forms
(1 form on average every 2 minutes)

Average number of forms audited
per hour (quality assurance
process)

20 forms

20 forms

Average time worked per coder
per week

NA

1.3 hours

Average time worked per auditor
(quality assurance expert) per
week

NA

2 hours

Total coding time

NA

260 hours
(13.7 hours for each week of
fieldwork)




Offence coding statistics

Number of forms coded
Table 7.7: Total number of forms coded

Type of Form 2014

VF1 1,939
VF2 765
VF3 409
sC1 188
sc2 345
sC3 92
Total 3,738%

Distribution of offence codes

Table 7.8 looks at the distribution of primary and secondary offence codes obtained in CAPI and CASI
for each year. While there have been some minor changes, the distribution of codes between years
has remained relatively consistent indicating that coding practice has also remained relatively

consistent between years.

Table 7.8: Distribution of offence codes, by year

Offence code 2006 2009 2014

1 0.9% 0.7% 0.8%
2 0.1% 0.1% 0.1%
4 2.1% 2.0% 1.5%
5 0.0% 0.0% 0.0%
6 1.1% 1.2% 0.8%
7 8.6% 8.0% 7.1%
8 0.0% 0.1% 0.0%
9 0.6% 0.9% 0.6%
10 0.8% 0.3% 0.5%
11 8.3% 6.8% 8.0%
12 4.0% 4.4% 3.9%
13 1.2% 1.7% 1.0%
14 3.4% 2.4% 2.6%
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45 Of these 3,738 coded victim forms, offences out of scope for NZCASS (eg 80s offence codes) and incomplete victim forms were
excluded for further analysis. This resulted in 2,824 incidents in the final analysis dataset (discussed further in Chapter 8).
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Offence code | 2006 | 2009 2014

15 0.5% 0.4% 1.0%
16 9.2% 7.8% 8.2%
17 1.4% 1.8% 1.7%
18 3.5% 3.2% 2.6%
19 0.3% 0.3% 0.2%
21 7.6% 6.5% 7.8%
23 0.7% 0.3% 0.4%
24 0.1% 0.0% 0.1%
25 0.1% 0.5% 0.9%
26 8.1% 7.6% 7.3%
27 10.0% 9.4% 8.4%
28 1.5% 1.4% 1.1%
29 1.3% 1.3% 1.5%
a1 10.8% 13.2% 15.1%
85 0.6% 1.0% 1.0%
86 7.5% 12.2% 11.3%
87 5.7% 4.9% 4.5%

Note: 0.0% is either rounded to 0 or nil.

Double coding

An incident that has different elements can have more than 1 offence code applied under certain
situations. Multiple offences can be coded from both the victim forms and self-completion
information. Table 7.9 presents the percentage of offences that were double coded in each of the 3
survey years.

Table 7.9: Number of double coded offences, by year

Survey year Number of double coded Total number of coded Percentage of double
offences offences coded offences

2006 292 4,573 6.4%

2009 501 5,493 9.1%

2014 332 3,738 8.9%
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8. Data processing

Datasets

Each interviewer was required to upload encrypted survey data to CBG servers every day they were
active in the field. The files consisted of all changes that had been made to the Sample Manager
database residing on the interviewer’s laptop since the last upload. For example, this could include
new survey data, information on contact attempts or new household outcome coding.

Once received at CBG, the files were decrypted and checked before being processed into a SAS data
warehouse. A number of datasets resided within the warehouse pertaining to survey data collected
via the TSS questionnaire, exit questions (recorded directly into the Sample Manager) and other
survey metrics recorded by the interviewer (eg respondent information and outcome coding).

The contents of each export file were analysed and directed to the relevant datasets ready for
further formatting and cleaning. Data pertaining to the offence coding process was entered directly
into a secure web interface which wrote directly to its own SAS dataset.

Once the survey data had been formatted and cleaned, several output datasets were created for
delivery to the ministry (see Table 8.1). Final datasets were delivered to the ministry on 31 July 2014.

Table 8.1: Datasets delivered to the ministry by the fieldwork provider
Dataset Description Supplied format

Main Contains all variables relating to the questionnaire; that SAS dataset (.sas7bdat)
is, responses captured in the attitudes and perceptions of
crime section, CAPI screeners and victim forms,
demographics section and CASI screeners and victim
forms. The main dataset also includes survey duration
data and derived ethnicity variables.

Offence coding Contains offence codes assigned to all incidents recorded | Excel spreadsheet (.xlsx)
in the questionnaire along with information on the
auditing process and outcome.

Household Contains information on the final contact outcomes of all | Excel spreadsheet (.xlsx)
outcomes selected addresses in the sample.
Datamatching Contains information collected as part of the Excel spreadsheet (.xlsx)

datamatching consent process for those respondents that
agreed to this part of the survey.

Recontact Contains info